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Foreword

Dear Colleagues,

SCYR (Scientific Conference of Young Researchers) is a scientific event focused on exchange of
information among young researchers from Faculty of Electrical Engineering and Informatics
at the Technical University of Košice – series of annual events that was founded in 2000. Since
2000, the conference has been hosted by FEEI TUKE with rising technical level and unique
multicultural atmosphere. The 25th Scientific Conference of Young Researchers (SCYR 2025)
was held on April 11, 2025 at University Conference Centre, Technical University of Košice.
The mission of the conference, to provide a forum for dissemination of information and scientific
results relating to research and development activities at the Faculty of Electrical Engineering
and Informatics, has been achieved. In total 56 participants presented their papers during the
conference.

Faculty of Electrical Engineering and Informatics has a long tradition of students participating
in skilled labor where they have to apply their theoretical knowledge. SCYR is an opportunity
for doctoral and graduating students to train their scientific knowledge exchange. Nevertheless,
the original goal is still to represent a forum for the exchange of information between young
scientists from academic communities on topics related to their experimental and theoretical
works in the very wide spread field of a wide spectrum of scientific disciplines like informatics
sciences and computer networks, cybernetics and intelligent systems, electrical and electric po-
wer engineering and electronics.

Traditionally, contributions was divided in 3 categories:

• Electrical & Physical Engineering,

• Artificial Intelligence,

• Computer Science,

with approx. 56 technical papers dealing with research results obtained mainly in the Univer-
sity environment. This day was filled with a lot of interesting scientific discussions among the
junior researchers and graduate students, and the representatives of the Faculty of Electrical
Engineering and Informatics. This scientific network included various research problems and
education, communication between young scientists and students, between students and pro-
fessors. Conference was also a platform for student exchange and a potential starting point
for scientific cooperation. The results presented in papers demonstrated that the investigations
being conducted by young scientists are making a valuable contribution to the fulfillment of the
tasks set for science and technology at the Faculty of Electrical Engineering and Informatics at
the Technical University of Košice.

We want to thank all participants for contributing to these proceedings with their high qu-
ality manuscripts. We hope that conference constitutes a platform for a continual dialogue
among young scientists.



It is our pleasure and honor to express our gratitude to our sponsors and to all friends, collea-
gues and committee members who contributed with their ideas, discussions, and sedulous hard
work to the success of this event. We also want to thank our session chairs for their cooperation
and dedication throughout the entire conference.

Finally, we want to thank all the attendees of the conference for fruitful discussions and a
pleasant stay in our event.

Liberios VOKOROKOS
Dean of FEEI TUKE

April 11, 2025, Košice
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Object detection systems for unmanned aerial

vehicles
1Ladislav Hric (1st year),

Supervisor: 2Daniela Perduková

1,2Dept. of Electrical Engineering and Mechatronics, FEI, Technical University of Košice, Slovak Republic

1ladislav.hric@tuke.sk, 2daniela.perdukova@tuke.sk

Abstract—Object detection in unmanned aerial vehicles (UAVs)
has gained significant attention due to its practical applications in
various fields, including surveillance, reconnaissance, search and
rescue, and infrastructure inspection. Advancements in convo-
lutional neural networks (CNNs) have led to the development
of relatively precise and fast detection algorithms that can
be deployed in diverse scenarios. Despite these improvements,
several limitations and challenges remain when implementing
object detection systems in UAVs. This paper first examines the
general challenges of object detection systems and then highlights
the specific issues associated with their use in UAV applications.
Additionally, the paper discusses dataset creation, data augmen-
tation techniques, image preprocessing, and evaluation metrics
used to assess object detection performance. Finally, potential
future research directions in this field are considered.

Keywords—computer vision, convolutional neural network,
unmanned aerial vehicle, object detection.

I. INTRODUCTION

This paper focuses on the challenges of object detection in

unmanned aerial vehicle (UAV) systems. Object detection is

a computer vision technique that utilizes convolutional neural

networks to extract essential information from input images.

Significant advancements have been made in this field over

the past decades; however, there is still considerable room for

improvement in addressing its limitations.

The importance of these systems is undeniable, as they

are widely used in modern applications. This technique has

achieved great success in military drones [1] for surveillance,

reconnaissance [2], enemy tracking [3], and identifying poten-

tial threats. In civilian applications, UAVs equipped with object

detection technology assist in search and rescue missions [4]

by identifying people in remote or disaster-stricken areas,

optimizing farming practices by monitoring crop health [5],

and improving traffic flow analysis [6].

It is important to note that object detection from aerial

perspectives differs from traditional ground-based detection.

One of the main challenges is developing effective models

capable of detecting very small objects from above, Fig. 1. As

altitude increases, models must analyze progressively smaller

objects that blend into the background. Additionally, densely

packed objects can pose difficulties for convolutional neural

networks. Hardware limitations also need to be taken into

account. These challenges, along with many others, will be

reviewed in this paper, summarizing key challenges, recent

achievements, and potential directions for future research.

Fig. 1: Single-shot object detection [7].

II. OBJECT DETECTION

Object detection is a computer vision technique used for

localizing and identifying objects. The inputs of these systems

are images or video frames. These systems use machine learn-

ing and deep neural networks to accomplish these tasks. Over

the years, many object detection models have been researched.

The development of new detectors and the improvement of

existing ones are essential for advancing object detection and

classification tasks. The output of an object detector consists of

a bounding box that defines the region of an image containing

the detected object, a class label, and a confidence score,

typically ranging from 0 to 1. Ground-truth annotations, which

include manually labeled bounding boxes and class labels,

serve as reference data for training and evaluating detection

models.

A. Metrics

One of the most important aspects of object detector devel-

opment is the assessment of its performance [9], considering

various factors. This paper discusses one of the most widely

used and popular detection evaluation metrics. Intersection

over Union (IoU ) measures the overlap between predicted and

ground-truth bounding boxes,

IoU =
area of overlap

area of union
. (1)

Precision assesses the model’s detection accuracy and in-

dicates how many detections were correct. It is calculated as

follows:

Pr =
TP

TP + FP
, (2)

where TP is the number of true positives, meaning the model

correctly identifies an object as present, and this object actually

exists according to ground-truth data.

10



Fig. 2: Two-shot object detection [8].

Fig. 3: Single-shot object detection [8].

FP is the number of false positives, meaning the detector

identifies an object that is not actually present. Another

essential metric is Recall, which measures the model’s ability

to correctly identify all instances of a given class. Recall is

calculated using the following formula:

Rc =
TP

TP + FN
, (3)

where FN is the number of false negatives, meaning the

model missed objects.

The next metric discussed in this paper is the F1 Score,

which calculates the harmonic mean of precision and recall,

providing a balanced assessment of the model’s performance:

F1 = 2
Pr ·Rc

Pr +Rc
=

TP

TP +
FN+FP

2

. (4)

Another frequently used metric is Average Precision (AP),

which computes the area under the precision-recall curve and

encapsulates the model’s precision and recall performance.

For multi-class object detection scenarios, Mean Average

Precision (mAP) is used. It calculates the AP values across

all object classes the model can detect. A commonly used

extended version of mAP is mAP50-95, which provides a more

comprehensive evaluation. It assesses the model at multiple

levels of IoU , ranging from 0.5 to 0.95.

Object detection algorithms

Object detectors can be classified into two main categories

based on their approach to accomplishing the task. Two-

shot detection models process an image in two stages, as

shown in Fig. 2. The first stage focuses on proposing a series

of bounding boxes that could contain an object, while the

second stage classifies those regions and refines the location

prediction. In general, these detectors are considered more

precise than single-shot detectors but are slower. The most

well-known two-shot detection algorithms are R-CNN, Fast

R-CNN [10], and Faster R-CNN, though various variants and

alternatives exist.

In contrast, single-shot detectors omit the regional proposal

stage and perform localization and classification simultane-

ously, Fig. 3. These models are generally faster than two-shot

detectors but tend to have slightly lower accuracy. However,

they are more suitable for real-time systems while still achiev-

ing good accuracy. The two most commonly mentioned single-

shot detectors are SSD (Single Shot Detector) [11] and YOLO

(You Only Look Once) [12].

Dataset

Object detection models must be trained on a set of images

to learn how to extract features, accurately detect objects, and

assign them to the proper class. The dataset is crucial, as the

model’s quality heavily depends on it. It must be designed

according to the application and include a diverse set of images

representing the objects the detector should recognize. Objects

should be captured from various angles and under different

lighting conditions. It is essential to train the model on diverse

scenarios so it can generalize well and recognize objects even

in conditions not explicitly covered by the dataset.

Data augmentation

In practice, it is difficult to capture objects in all pos-

sible conditions, especially for uncommon objects. In such

cases, data augmentation becomes useful. Augmentation is a

technique used to expand the original dataset by modifying

images. Examples of augmentation techniques include rotation

and shearing of existing images, allowing the model to learn

how objects appear from different angles. Another beneficial

approach is adding noise to images, helping the model handle

sensor imperfections. This can be done by introducing random

SCYR 2025 – 25th Scientific Conference of Young Researchers – FEEI TU of Košice
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black and white pixels into the images. There are many other

augmentation techniques that can enhance datasets and better

prepare the model for diverse real-world scenarios.

Image preprocessing

Another important step is image preprocessing. Unlike

augmentation techniques, preprocessing does not expand the

original dataset. Instead, it focuses on manipulating input

data to improve efficiency and speed up model inference and

training. One of the most common preprocessing techniques

is resizing images, as models tend to learn faster with smaller

inputs. Contrast adjustment is also crucial for object detection,

as it enhances edges, making them easier for neural networks

to recognize. If color information is not necessary, all images

in the dataset can be converted to grayscale. This simplifies

the training process by allowing the model to focus on shapes

while reducing computational complexity. Since a grayscale

image contains only one color channel instead of three, this

preprocessing step makes the model more efficient and faster.

There are many preprocessing techniques, and their choice

should depend on the application.

III. UAV OBJECT DETECTION

Object detection technology has made remarkable progress,

however, most research focuses on analyzing videos and

images captured from the ground. When applied to unmanned

aerial vehicles (UAVs), object detection introduces new chal-

lenges compared to conventional ground-based detection. De-

veloping detection systems for UAV applications requires

addressing not only software-related challenges but also hard-

ware constraints. Some of the most important challenges are

discussed in this section.

Computing resources

While ground-based devices can use powerful computing

hardware without space constraints, drones must consider

several limitations.The most limiting factors in UAV-based

object detection include drone dimensions, battery capacity,

and processor weight, making system design more complex.

Drones can transmit data to external devices, such as ground

stations, which provide greater computational power for higher

accuracy and deeper analysis. However, this introduces latency

due to data transmission. On the other hand, onboard detection

is better suited for real-time systems where speed is a critical

requirement, but limited computational resources often result

in lower precision. In research [13], detection models like

YOLO, SSD and Faster RCNN were optimized for cross-edge

platforms such as the NVIDIA Jetson Xavier, NVIDIA Jetson

Nano, and Intel’s Neural Compute Stick 2. In paper [14], an

approach is proposed to enhance the visual capabilities of a

UAV system for recognizing landing spots using a YOLO

detector and an NVIDIA JetsonTM Xavier NX.

Detection algorithms challenges

In real-time detection systems, the most commonly used

detectors are one-stage models such as YOLO and SSD. The

application and testing of these systems have highlighted three

main challenges in their use for UAVs [15].

1) Object rotation In images obtained from drone cameras,

objects of the same class can appear in any position and

orientation. Classical object detection assumes a hori-

zontal object position, but UAV perspectives can rotate

along any axis. Therefore, even the best model trained on

common datasets with ground-level images may struggle

with drone-captured images. Rotating objects lead to

more false positives or missed detections. Researchers

attempt to minimize these challenges using rotation-

based object detection methods. In these methods, de-

tection models work with oriented bounding boxes that

can adapt to any object angle [15].

2) Small object increasing Detection models analyzing

aerial photography must be robust enough to handle

a wide range of object scales. As altitude increases,

objects appear smaller, making it difficult to distinguish

them from one another, which leads to false positives

or missed detections. The research [16] addresses this

challenge by proposing a detection network based on

self-attention guidance and multiscale feature fusion

(SGMFNet).

3) Complex background Another challenge arises when

detectors struggle to distinguish patterns in densely

populated object areas. Too many objects close together

can confuse the system, leading to incorrect detections

or missed objects. A similar issue is background noise,

which refers to extra visual information in the back-

ground. Examples include trees, shadows, or reflections

that the algorithm may misinterpret as objects. In [17], a

semantic segmentation module is proposed to suppress

background clutter and improve the accuracy of object

proposals.

Drone-based datasets

In recent years, unmanned aerial vehicles (UAVs) sys-

tems have advanced rapidly, not only in research but also

in commercial and entertainment sectors. This progress has

made aerial data collection more convenient and affordable.

However, assembling large-scale drone-based object detection

datasets remains a significant challenge. These datasets include

thousands of aerial images along with detailed annotations for

training and evaluating detection models. Today, researchers

have access to a wide range of public datasets, each tailored

to address specific challenges and diverse scenarios.

The Video Satellite Objects (VISO) dataset was created

using the Jilin-1 satellite constellation, comprising 47 high-

quality videos with 1,646,038 instances of interest for object

detection and 3,711 trajectories for object tracking [18].

The Dataset of Object Detection in Aerial Images (DOTA)

contains 1,793,658 object instances across 18 categories, anno-

tated with oriented bounding boxes from 11,268 aerial images.

Additionally, the dataset includes a code library for object

detection in aerial images (ODAI) and provides a website for

evaluating different algorithms [19].

The Vision Drone (VisDrone) dataset consists of aerial

images captured in 14 different cities, primarily focusing

on urban and suburban areas. The process of collecting,

annotating, and organizing this dataset for object detection and

tracking algorithms required over 6,000 worker hours [20].

For researchers focused on detection algorithms, collecting

a custom dataset is often time-consuming and inefficient. A

more practical approach is to leverage existing public datasets,

selecting the most suitable one to aid in model development

and benchmark performance effectively.
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IV. SUMMARY

The interest in UAV object detection systems has been

growing rapidly, driving significant advancements over the

past decades. These systems are widely utilized across various

fields, including military operations, agriculture, surveillance,

infrastructure inspection, and entertainment. Thanks to ad-

vancements in technology, including processors, GPUs, and

other hardware components, more complex software solu-

tions can now be deployed on various types of drones. This

progress has driven engineers and researchers to develop and

implement increasingly complicated software solutions, even

for relatively small-sized drones. Despite these achievements,

there are still many shortcomings that future research must

address. While many modern GPUs on the market are suitable

for processing AI tasks, limitations still exist and must be

considered. Even the most powerful hardware can struggle

with applications that are too complex and demand high

computational power. This must be taken into account when

designing object detection systems. As a result, different

versions of object detectors are available ranging from more

precise but slower models to less precise but faster alterna-

tives. Ideally, research should aim to develop models that are

both highly accurate and fast. Another important direction is

hardware development, focusing on increasing computational

power while addressing physical constraints. Even as more

powerful processors and GPUs become available, factors such

as heat dissipation, energy consumption, and power sources

must be considered. In particular, small drones must account

for battery size, weight, and efficiency. Advancements in

battery technology are promising, and we can expect smaller

batteries with higher capacities, which could significantly

enhance UAV performance. Another challenge is related to

datasets, which play a crucial role in training, evaluating, and

testing object detection models. It is undoubtedly beneficial

that many datasets for UAV systems are publicly available and

easily accessible for research. However, these datasets still face

the same fundamental issue: they cannot capture every object

in all possible conditions. This is an unsolvable problem,

but it can be partially mitigated using techniques such as

data augmentation. Research should focus on developing more

efficient augmentation techniques and frameworks to improve

model performance and generalization. With the invention of

convolutional neural networks (CNNs), object detection has

made significant progress. Many researchers have proposed

new neural network structures and modules to enhance model

efficiency. However, these algorithms still struggle in UAV

applications, primarily due to the need to handle a wide

range of object scales, the varying angles from which UAVs

capture objects, and the challenges of detecting objects in

densely populated areas. Addressing these challenges and

developing new approaches would make UAV-based object

detection systems more robust and effective. To effectively

work on these challenges, researchers can take advantage

of the many frameworks and software libraries available for

detection systems and deep learning. These resources simplify

development and allow researchers to focus on solving critical

problems rather than building models from scratch.
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Abstract—Modeling and simulation of complex physical sys-
tems have seen significant advancements with the integration
of neural networks. Traditional computational methods, such
as Eulerian and Lagrangian techniques, face challenges in
computational efficiency and accuracy, particularly in fluid
simulations and real-time hybrid systems. Recent approaches
leverage deep learning, reinforcement learning, and data-driven
models to enhance simulation accuracy, reduce computational
costs, and improve scalability. This paper reviews current trends
in neural network applications for physical system modeling,
highlighting innovations in fluid simulation, photonic comput-
ing, and reinforcement learning-driven control methods. The
discussion outlines key challenges, including training bottlenecks
and generalization issues, and explores potential future research
directions to address these limitations.
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I. INTRODUCTION

The modeling and simulation of physical systems are crucial

for scientific and engineering applications, enabling the study

of dynamic behaviors across various domains. Traditional

numerical approaches, such as solving Navier-Stokes equa-

tions for fluid dynamics or employing finite element methods

for structural simulations, offer high accuracy but demand

extensive computational resources. Recent advancements in

artificial intelligence, particularly deep learning and reinforce-

ment learning, have provided alternative data-driven methods

that can accelerate simulations while maintaining accuracy.

This paper explores the latest developments in using neural

networks for modeling physical systems, examining their

impact on computational efficiency and predictive capabilities.

The study also discusses how AI-driven approaches integrate

with existing methodologies and the challenges associated

with their adoption.

II. RELATED WORK

Efficient fluid simulation has been an active area of research,

with significant efforts directed at improving computational

performance. Traditional methods for solving the Navier-

Stokes equations can be categorized into Lagrangian methods,

which track discrete particles as seen in work by Gingold

and Monaghan [1], and Eulerian methods, which discretize

the fluid domain using a fixed grid introduced by Foster and

Metaxas [2]. While Eulerian methods are commonly used due

to their ability to accurately simulate incompressible fluids,

they suffer from high computational costs, particularly in

solving the pressure projection step, which requires solving

a large sparse linear system.

To address this challenge, researchers have proposed a

variety of acceleration techniques. Multi-grid methods such as

in work by McAdams et al. [3] aim to improve convergence of

iterative solvers by solving the problem at multiple resolutions,

but they are difficult to parallelize on GPUs and can fail

in complex boundary conditions. Approximate solvers, such

as iterated orthogonal projections in Molemaker et al. [4]

and coarse-grid corrections by Lentine et al. [5], reduce

computational complexity at the cost of accuracy. However,

these methods do not leverage the statistics of fluid data,

leading to limited generalization.

A promising direction is data-driven simulation, where ma-

chine learning techniques are used to accelerate fluid solvers.

Galerkin projection methods used by Treuille et al. [6] and De

Witt et al. [7] reduce computation by operating on a lower-

dimensional representation of the fluid state. Similarly, pre-

computed simulations can be interpolated to generate complex

fluid behavior as demonstraded by Raveendran et al. [8], and

state-graph formulations used by Stanton et al. [9] exploit

the observation that only a limited set of states are visited

in certain simulations.

More recently, researchers have explored deep learning

techniques to approximate fluid solvers. Ladický et al. [10]

used random regression forests to predict the state of particles

in smoothed particle hydrodynamics simulations, while Yang

et al. [11] applied convolutional neural networks to Eulerian

methods, training a patch-based neural network to approxi-

mate pressure projections. However, existing learning-based

methods suffer from a supervised training bottleneck, as they

require ground-truth pressure solutions from an exact solver.

This discrepancy between training and inference can lead to

error accumulation over time.

The work presented in a paper by Thompson et al. [12]

builds upon these advances by introducing an unsupervised

deep-learning framework that learns to solve the pressure

projection step without requiring ground-truth labels. By for-

mulating the training objective to minimize velocity diver-

gence directly, their approach ensures better generalization and

long-term stability. Furthermore, this architecture introduces

domain-specific optimizations, such as multi-resolution pro-

cessing and pressure bottlenecks.

Their work also aligns with broader efforts in intuitive

physics modeling, where neural networks are trained to predict

physical interactions as described in Lerer et al. [13] and
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Kubricht et al. [14]. These approaches aim to develop AI

systems capable of reasoning about fluid behavior, which

could have implications for robotics, gaming, and virtual

environments.

Liquid manipulation has been a growing area of interest in

robotics as well, with research focusing on robotic pouring

and liquid perception. Works by Kunze and Beetz [15] and

Schneck and Fox [16] have also employed simulation-based

techniques for predicting liquid behavior and tracking real-

world liquids. One key area of research involves estimating

fluid parameters such as viscosity and cohesion from observed

data. Prior work by Elbrechter et al. [17] proposed methods for

estimating fluid parameters through action-based differences

between models and observations.

Schenck and Fox [18] employed particle-based representa-

tion for fluids, which is computationally efficient for model-

ing sparse fluid distributions. This model directly integrates

particle states into deep learning frameworks. While previous

research by Engelcke et al. [19] and Su et al. [20] have

developed techniques for processing unordered point sets

with neural networks, these methods primarily address object

recognition and classification rather than fluid dynamics.

Schenck and Fox [18] introduced new layers specifically de-

signed for interfacing neural networks with particle-based fluid

representations. Their work leverages Position Based Fluids

described by Macklin and Müller [21], which is optimized for

modeling incompressible fluids like water. A critical advantage

of this model is its differentiability, enabling the computation

of analytical gradients that can be used for optimization

and learning tasks. By integrating fluid dynamics into deep

learning frameworks, their model enables end-to-end training

of fluid control policies and facilitates learning from real-world

observations pictured in Fig. 1. The differentiability of their

approach allows for the optimization of fluid parameters and

control strategies using gradient-based methods, bridging the

gap between analytical fluid models and modern deep learning

techniques.

Fig. 1. Robot learning from real-world observation [18]

III. DEVELOPMENTS IN ARTIFICIAL INTELLIGENCE

The increasing computational demands of artificial intel-

ligence models have led to significant research efforts in

developing more efficient algorithms and hardware architec-

tures. Several approaches have been explored to address the

scalability challenges of AI, including model compression

techniques such as pruning, knowledge distillation, and quan-

tization. Pruning methods identify and remove less critical

neural network connections to reduce the overall model size

while maintaining performance as explained by Setsma and

Dow [22]. Hinton et al. [23] described knowledge distillation,

which transfers knowledge from a large model to a smaller

one, enabling similar accuracy with fewer parameters.

Alternative computational paradigms, such as Extreme

Learning Machines described by Huang et al. [24] and reser-

voir computing by Schrauwen et al. [25], have also been

proposed to achieve high efficiency with reduced trainable pa-

rameters. Extreme learning machines rely on fixed, randomly

initialized hidden layers to minimize training complexity,

whereas reservoir computing leverages dynamic systems to

process input data with minimal parameter tuning.

Alongside algorithmic advancements, photonic computing

has emerged as a promising approach to overcoming the

limitations of traditional digital electronics. Integrated pho-

tonic circuits and spatial light modulators have enabled the

development of photonic AI architectures with reduced energy

consumption and increased bandwidth as described by Lin et

al. [26].

Recent work has also explored the potential of photonic

implementations of neural cellular automata, which utilize

local interactions for computation. Inspired by classical cel-

lular automata, neural cellular automata models operate based

on differentiable update rules and have been adapted for

photonic hardware by Randazzo et al. [27]. In a notable

study, Li et al. [28] demonstrated a photonic implementation

of NCA for classification tasks, achieving high-speed and

high-accuracy performance through optoelectronic integration.

Their approach leveraged nonlinear optical interactions and

variable optical attenuators to perform computations in a

massively parallel manner, significantly reducing inference

time compared to conventional digital implementations.

These advancements underscore the potential of photonic

computing in addressing the increasing resource demands of

AI. By aligning AI algorithms with photonic capabilities as

noted by Oguz et al. [29], future research can further enhance

computational efficiency, enabling sustainable and scalable AI

systems.

Real-Time Hybrid Simulation (RTHS) has been extensively

studied in the field of structural engineering as an effective

method to analyze the dynamic response of civil structures.

One of the major challenges in RTHS is the synchroniza-

tion of numerical and physical components, as time delays

introduced by actuators and computational processing can

compromise simulation accuracy. To address this, various

tracking controllers have been developed. Horiuchi et al.

[30] introduced polynomial extrapolation as an initial delay

compensation technique, which has been expanded into more

robust methodologies, such as the adaptive inverse compensa-

tion by Chen et al. [31].

More recent studies have focused on adaptive and data-

driven methods to enhance control strategies in RTHS. Chae

et al. [32] developed an adaptive time-series compensator,

while Palacio-Betancur and Gutierrez Soto [33] explored con-

ditional adaptive time series compensation. Similarly, Najafi

and Spencer [34] proposed an adaptive model reference con-

trol method for real-time hybrid simulation, demonstrating

improved performance in tracking accuracy.
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Reinforcement learning (RL) has emerged as a promising

approach in control systems, including structural engineering

applications. Li et al. [35] proposed an RL-based tracking

controller for RTHS using the deep deterministic policy gra-

dient algorithm, which combined an RL agent as a feedback

controller with conventional time-delay compensation. The

application of reinforcement learning in control systems has

been widely studied in other domains, indicating its potential

for RTHS applications.

Felipe Nino et al. [36] expanded on prior research by

integrating deep reinforcement learning DRL into tracking

control for RTHS. Unlike traditional model-based methods

that require system identification and tuning, DRL offers

a model-free approach, which is particularly advantageous

for systems with high uncertainties. Their study explores

various DRL-based controllers, including hybrid approaches

combining conventional feedback and DRL agents, as well as

fully DRL-based control policies. The findings contribute to

the ongoing development of intelligent control methodologies

for improving the accuracy and robustness of RTHS.

IV. DISCUSSION

The integration of neural networks into the modeling and

simulation of complex physical systems presents a transfor-

mative approach to computational physics and engineering.

The reviewed literature demonstrates the growing trend of

leveraging machine learning to enhance traditional simulation

methodologies, particularly in fluid dynamics, structural engi-

neering, and reinforcement learning-based control systems.

One of the key observations from the study is the effective-

ness of deep learning techniques in accelerating conventional

numerical solvers. Traditional methods, such as Eulerian and

Lagrangian approaches for fluid simulation, suffer from high

computational costs, especially in pressure projection steps.

By employing convolutional neural networks (CNNs) and

unsupervised learning frameworks, recent studies have shown

a significant reduction in computational complexity while

maintaining accuracy. This shift from purely physics-based

models to hybrid data-driven techniques has facilitated real-

time simulations in various applications, such as gaming,

robotics, and virtual environments.

Moreover, current research highlights the increasing reliance

on differentiable physics models. Unlike black-box neural

network solutions, differentiable models maintain physical

interpretability and allow gradient-based optimization, making

them more robust for real-world applications. Position-Based

Fluids and neural network-integrated particle representations

exemplify this paradigm shift, bridging the gap between the-

oretical physics and data-driven learning approaches.

Despite these advancements, several challenges remain.

First, the training bottleneck in supervised learning approaches

continues to be a limiting factor, requiring large-scale la-

beled datasets that may not always be available for complex

physical simulations. Second, while unsupervised learning and

reinforcement learning offer potential solutions, their general-

ization capabilities across different simulation scenarios need

further exploration. Lastly, the integration of neural network-

based models with existing physics-based solvers necessitates

careful validation to ensure that the learned representations

adhere to fundamental physical laws.

V. FUTURE RESEARCH

Overall, the convergence of machine learning and traditional

simulation techniques holds immense promise for advanc-

ing computational modeling. Future research should focus

on improving the interpretability of neural network-driven

simulations, developing more efficient training methodologies,

and exploring the full potential of alternative computing

architectures to overcome current computational limitations.

Traditional simulations, grounded in first principles and well-

established numerical methods, offer transparency and robust-

ness but often suffer from high computational cost, especially

for high-dimensional or nonlinear systems. In contrast, AI-

driven simulations—particularly those based on neural net-

works—enable rapid approximations and generalization from

data but may sacrifice interpretability and physical fidelity.

A key future research direction will involve systemati-

cally quantifying the trade-offs between these paradigms in

terms of accuracy, efficiency, scalability, and explainability.

For instance, I intend to benchmark neural network-driven

models against classical solvers for specific physical systems

to evaluate where machine learning offers clear advantages

and where traditional methods remain superior.

One critical area of exploration is the development of hybrid

models that seamlessly integrate physics-based solvers with

deep learning techniques. While neural networks have demon-

strated significant speed-up in simulations, ensuring physical

consistency remains a challenge. Future research should aim

to incorporate physics-informed neural networks (PINNs) and

differentiable physics frameworks to improve model reliability

while retaining computational efficiency.

Another promising direction is the optimization of neu-

ral network architectures for simulation tasks. Current deep

learning models require extensive computational resources,

which can hinder their deployment in real-time applications.

Advances in model compression techniques, such as pruning,

quantization, and knowledge distillation, should be further

investigated to develop lightweight, high-performance neural

models suitable for large-scale simulations.

The role of reinforcement learning (RL) in simulation-based

decision-making also presents an avenue for further research.

RL has shown promise in optimizing control strategies for

fluid dynamics and structural engineering, but its application

in high-dimensional, uncertain environments remains under-

explored. Future research should focus on improving RL-

based controllers by incorporating uncertainty quantification

methods, meta-learning, and transfer learning techniques to

enhance adaptability across different simulation scenarios.

Moreover, alternative computational paradigms such as

quantum computing and photonic AI could revolutionize the

field. The feasibility of leveraging quantum-enhanced neural

networks for complex physical simulations should be thor-

oughly investigated. Additionally, photonic computing, which

has demonstrated energy-efficient AI acceleration, could be

explored further to enable scalable and sustainable AI-driven

simulations.

Finally, addressing the limitations of current data-driven

models is crucial for advancing simulation technologies. Many

neural network-based approaches rely on large labeled datasets

for training, which may not always be available for certain

complex systems. The scarcity of labeled data in complex

systems remains a bottleneck. I intend to explore unsupervised
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and self-supervised learning techniques, including contrastive

learning and generative modeling, to reduce dependence on

labeled datasets while retaining model accuracy.

In the longer term, I am also interested in evaluating

alternative computational platforms, such as quantum com-

puting and photonic AI, for specific simulation use cases.

Although currently experimental, these technologies may offer

breakthroughs in energy efficiency and computational speed in

near future.

By pursuing these research directions, the field of AI-driven

modeling and simulation can continue to evolve, leading to

more efficient, interpretable, and scalable solutions across

various domains, including engineering, physics, and robotics.

VI. CONCLUSION

The integration of neural networks into modeling and sim-

ulation has significantly improved computational performance

and predictive capabilities for complex physical systems. De-

spite existing challenges, AI-driven methods offer a promising

path toward scalable and efficient simulations across various

scientific and engineering domains. Continued research into

hybrid modeling techniques, advanced learning paradigms, and

hardware optimizations will drive future innovations in this

field. As AI continues to evolve, its application in physical

simulations will expand, enabling more accurate, efficient, and

real-time predictions for a wide range of applications.
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Abstract—This article points out current issues in the In-
ternet of Things and its education. These issues are directly
and indirectly affecting related fields of ambient applications,
pervasive computing, and ubiquitous computing. The majority
of these issues became apparent during the continuation of
our research for the previous volume of this conference, SCYR
2024. Presented analysis of currently utilized education curricula
reveals fundamental shortcomings, which were not considered by
their creators. However, these shortcomings are proving to be
more significant due to the open and broad scope of all of these
paradigms.
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I. INTRODUCTION

Our previous work has proven that topics like the Internet of
Things (abbr. IoT), ubiquitous computing, ambient software,
and pervasive computing (and various synonyms to these
phrases) have grown in popularity. This growth has stimulated
their development in the industrial field and implementation
in the education process. Various engineering or informatics-
oriented study programs have been modified by their respec-
tive institutions to teach about these topics directly, with hopes
of satisfying demand for experts educated in these fields.
But most of these curricula don’t match the definitions of
these paradigms set by researchers or industry leaders. These
discrepancies are further deepened by the fact that many
of the presently available definitions are based on different
models, ideas, and points of view, and often we consider these
definitions outright incorrect and misleading.

We consider these findings a major issue, as students and
educators are thinking they are learning and teaching IoT
or related technologies, but in fact, they are expanding their
knowledge with unclear or incorrect goals. This study leads
us to the conclusion that it is crucial to address these issues
and improve education curricula related to these technologies
or paradigms. This improvement will lead to curricula whose
contents are more in line with required knowledge, and there-
fore it will prepare students not only for working with these
paradigms but also for developing them.

II. WHAT IS IOT ?

We consider that the paradigm of IoT originated in 1982
with the creation of an early network-connected smart device
in the form of a vending machine at Carnegie Mellon Uni-
versity[1]. The first mention of IoT as a paradigm is publicly
credited to Kevin Ashton during his presentation at Procter &
Gamble[2]. Since then, this topic evolved, and the phrase IoT
became more common. We can consider the company Cisco

as one of the largest industrial actors pushing this paradigm
further, since their presence is highest in public articles
relating to this topic. However, when we now look back,
analyzing previous works becomes troublesome, since they
are mostly steering away not only from the main idea but also
from each other. Many researchers share similar opinions or
conclusions. Moreira et al.[3] and Ramlowat and Pattanayak
have highlighted the fact that there is no conceptual definition
of this paradigm widely accepted. Their work confirms our
assumption that authors and people often misinterpret IoT as
a technology, concept, or even service. Overall, we believe that
these discrepancies stem from the individual’s understanding
of the concept. Some think the Thing is a modified, ordinary
item that became part of the Internet, while others think it’s
an existing device.

To clarify the meaning of IoT, we considered the thing
as any device, object, living being, or data connected and
actively contributing to the Internet. Bringing this consensus
to the table helped refine the definition of the IoT paradigm.
After an analysis of available materials, we deemed a single
definition as most accurate. This definition is available in
the IoT Strategic Research Roadmap[4], which states: “The
Internet of Things allows people and things to be connected
Anytime, Anyplace, with Anything and Anyone, ideally using
Any path/network and Any service.”[4]. While the phrase
might seem extremely broad since it can include almost
anything, that is actually the point, since the Internet can
benefit from the sheer amount of information available to
its members. This aligns with the ideas and goals of many
current open technologies, which are all part of Industry 4.0.
This topic is further explored by Khan and Javaid[5], which
also point out that IoT is part of this revolution. These works
by researchers and leaders in industry further underline the
relevance and importance of IoT now and in the future.

III. CURRENT STATE OF IOT EDUCATION

As mentioned in the previous section, IoT curricula vary by
each institution and study program. At our university, students
currently learn by creating small applications that interact
with the Raspberry Pi and gather data from sensors or openly
available sources. While this approach is not inherently flawed,
there is definitely room for improvement. When exploring
other curricula, we can observe examples that are even farther
away from IoT. Work by Gomez et al.[6] utilizes digital twin
technology to teach about parts of computers. This approach
is definitely intriguing and innovative for students, but it
considers itself IoT-enabled, which we consider misleading
at least, since this technology is completely isolated and
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Fig. 1. Example of a garden enhanced by IoT-enabled devices.

detached from the Internet or any other distributed sources
of data. This also highlights another common issue with IoT
articles—62% of articles we sampled were implementing only
a single application, service, sensor, module, or device—which
means they created so-called Internet of Thing, dropping the
critically important "s" letter.

There are many more examples of this misleading catego-
rization or interpretation of IoT. From a different perspective,
much better is the work by Dobrilović et al. [7], which utilizes
the open-source platform Arduino and its many sensors. This
approach is flawed because of the 5-layer IoT model, which
they refer to. This model presents various services as actual
layers, whether they are middleware or databases. This model
itself is relevant, but only when interpreted correctly.

This led us to the conclusion that the course presented in
our department is acceptable, but there is room for improve-
ment, mainly when focusing on a theoretical understanding
of IoT and practical examples. Silvis-Cividjian[8] provides
an analysis of this landscape while also understanding the
complexity of the IoT paradigm. She recommends teaching
related knowledge from pervasive computing to enhance the
understanding and potential of this paradigm. Naturally, we
should discuss and properly demonstrate certain issues related
to IoT, such as energy requirements or security. Hossain et
al.[9] have their recent publication, which summarizes the
current state of IoT security and prevalent challenges. These
findings should be implementable to courses effortlessly, since
many vulnerabilities of flawed designs can be demonstrated

by already existing issues. The work of Karthikeyan et al.
[10] shows that their intrusion detection solution, designed
specifically for IoT applications, can use machine learning
or artificial intelligence to help solve these problems. Sadly,
these new solutions also increase energy consumption when
implemented, so when demonstrating to students, we must
provide examples that do not conflict with the capabilities of
IoT devices.

IV. CONCLUSION

Our research indicates that many institutions worldwide,
including ours, need to update IoT curricula, education en-
vironments, and technologies. These changes should deepen
understanding of IoT and ubiquitous computing. Mursid et al.
[11] say that project-based learning is often used in these kinds
of situations because it encourages students to be creative and
try new things. Our department has several labs that are ideal
for this type of comfortable education. Mainly, our OpenLAB
(open laboratory), located in the corridor of our building,
offers a unique and openly accessible space for students. This
laboratory places computers, their peripherals, and sensors all
the way around users, making it easier to demonstrate the
ubiquitous computing paradigm.

Foundational work for these changes has already begun. To
help students understand IoT more easily, we have already
created several example scenarios. One of the examples we
created as a demonstration is an IoT-enabled garden (Fig. 1),
which shows the benefits of IoT as well as potential contents
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of communication. This example also shows the fact that
every device is providing some sort of information to the
Internet, which is or can be beneficial to other IoT devices.
This example is considered just a prototype for now, but
we aim to utilize it during lectures, collect feedback, and
observe changes in understanding of the IoT paradigm. We
have analyzed several existing solutions, highlighting their
strengths and weaknesses, and identifying the areas where they
comply or violate the IoT paradigm. Our analysis of Apple
FindMy Network is a good example; it wasn’t made as an IoT
solution, but it mostly fits the paradigm. The key drawback
is the closed nature of this technology, further deepened by
the need for connectivity to the official Apple servers and
association with an account. This, however, mitigates the issue
of privacy and security, serving as a reasonable tradeoff in this
case.

Overall, we aim to create scenarios for practices and lectures
that have a basic IoT and relevant software stack prepared.
Utilizing already present knowledge of software engineering,
which our students need to foster, we should lead them to cre-
ative solutions for this paradigm. Currently utilized solutions
consisting of simple API calls, MQTT messages, or Zigbee
solutions are interesting, but they are presented only as single
use cases, which define smart devices, not IoT. Our next steps
consist of analyzing currently available courses and curricula
around the world and designing an improved approach if
one does not already exist. Designing such a solution will
likely utilize large simulation environments or IoT-enabled
laboratories available at our department, which will serve
as great practical examples, further deepening the potential
understanding. Measuring understanding and engagement is
harder, so it will be considered when designing the solution.
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Abstract—In this article, we focus on the use of artificial 

intelligence in sensorless control of BLDC motors aiming for 

improving the quality of operating parameters during control and 

maintenance. We analyse the biggest disadvantages and problems 

associated with sensorless control of BLDC motors, while 

presenting the most promising solutions for the identified 

problems using elements of artificial intelligence. 

 

Keywords— BLDC, artificial intelligence (AI), sensorless 
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I. INTRODUCTION 

BLDC motors are an integral part of industrial and consumer 

applications and their proper control is key to ensuring high 

reliability, accuracy and efficiency. Rapid advances in data 

collection and artificial intelligence (AI) are opening up new 

possibilities for optimizing the drive lifecycle from design to 

control to maintenance [1], [5]. 

This publication focuses mainly on optimizing the operation 

of BLDC motors, specifically on control and maintenance. 

BLDC motors are widely used in automotive, consumer 

electronics, robotics, medical devices, industrial applications, 

energetics and transportation due to their high efficiency, 

simple design, long lifespan and reliability. With increasing 

demands for efficiency, flexibility and cost reduction, the need 

to design new advanced control methods is also growing. AI 

plays a key role in the ability to analyse data, predict system 

behaviour and optimize its operation [1], [5].   

Reducing manufacturing costs leads to the preference for 

sensorless control techniques that eliminate the need of 

hardware position sensors while maintaining the quality of 

traditional methods. Nevertheless, traditional control 

algorithms are still often used in current applications, which 

can suffer from insufficient accuracy, mainly due to 

simplifications. This factor limits the expansion of sensorless 

control in applications with high quality demands.  

The goal of this work is to analyse the possibilities of 

improving sensorless control of BLDC motors through AI and 

moving their performance and operating characteristics closer 

to the level of sensor-based control [2], [3].  

II. SENSORLESS CONTROL OF BLDC MOTOR 

Sensorless control provides a way to eliminate the need for 

a position sensor, significantly reducing the cost of a BLDC 

motor drive, as quality sensors often exceed the cost of the 

motor itself.  

In the first part of this chapter, we will focus on the theory 

behind BLDC motors and describe the main factors that affect 

the quality of operation of these drives. These factors are often 

associated with the motor design. 

In the second part, we will address traditional sensorless 

control techniques, highlight their weak points and explore 

possibilities for their improvement using artificial intelligence. 

A. Factors affecting the operation quality of BLDC motor 

The performance of BLDC motors is affected by several 

factors that can reduce performance, efficiency and reliability. 

Key factors include higher harmonics, magnetic saturation, 

phase lag, cogging torque, mechanical and electrical faults [1]. 

The most prominent problem affecting the performance of 

BLDC motors is the presence of higher harmonics, which are 

caused by nonlinearities in the motor or non-optimized 

modulation. These higher harmonics significantly affect 

efficiency and increase the torque ripple of the motor too [1]. 

 Another performance-affecting factor is magnetic saturation, 

which occurs due to a non-optimal motor current at a given 

moment. Magnetic saturation significantly affects the 

inductance and thus the efficiency of the motor. In addition to 

the performance and efficiency itself, saturation of the 

magnetic circuit significantly affects control dynamics. This 

creates an opportunity to integrate approximated magnetic 

circuits using AI models into control structures [1], [5]. 

 Phase lag causes the electric current to be out of sync with 

the magnetic flux, leading to increased torque ripple and 

decreased efficiency, especially at higher speeds. This presents 

an opportunity to design new advanced AI prediction models 

capable of effectively observing and compensating for this lag 

[1], [5]. 

 Cogging torque is a common phenomenon in all permanent 

magnet motors. It has a significant impact on the torque ripple 

of a BLDC motor. It is created by the interaction of the 

permanent magnets of the rotor with the iron slots of the stator. 

This parasitic torque is most pronounced in the low speed range 

and reaches up to 5-10% of the nominal torque. Currently, very 

few publications deal with the compensation of cogging torque 

in the field of BLDC motors. Although some works have 

addressed this issue with traditional methods, achieved results 

were not optimal over the entire range of motor operation. In 

some cases, incorrect compensation led to an increase in torque 

ripple. This parasitic phenomenon is difficult to describe and 

identify mathematically due to strong nonlinearities. This 

opens up the possibility of using AI models to identify and 

compensate for cogging torque more accurately. Their 

integration into control structures could ensure effective 
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compensation over the entire range of motor operation [1], [5].

 In addition, mechanical and electrical failures also impact the 

quality of operation and reliability. Traditional mechanical 

failure detection techniques often rely on expert analysis or 

additional sensors. AI allows for the creation of models of the 

remaining useful life (RUL) of motors based on received data, 

enabling detection and also prediction of future failures. 

 Electrical faults on the motor include phase loss and inter-

turn short circuits. These electrical faults have well-established 

methods. As for electrical faults on the converters, there is a 

whole spectrum of possibilities for integrating AI prediction 

models.. 

B. Traditional sensorless control techniques and their weak 

points 

Traditional sensorless methods use mathematical and 

physical principles to estimate position and velocity. Despite 

their widespread use, they face several shortcomings that limit 

their accuracy and reliability, especially in low speeds, noise 

influence, and nonlinear regions of operation. Position 

detection techniques for sensorless BLDC motor control can be 

categorized as follows [1]: 

• Detection based on back-EMF 

• Detection based on magnetic flux 

• Detection based on inductance changes 

Detection based on back-EMF is the most widely used and 

is based on the measurement of zero crossings (ZCP) of the 

back electromotive force (back-EMF). The main disadvantages 

are the insufficient amplitude of the back-EMF in the low-

speed range for reliable ZCP detection and the need to calculate 

the optimal commutation time by delaying the ZCP detection 

time. This is where the problem of calculating the optimal delay 

arises [1]. 

Detection based on magnetic flux is a method of estimating 

the rotor position using a flux linkage model dependent on the 

measured voltages and currents. The main disadvantages of this 

method are the need for an accurate motor model, the 

accumulation of errors caused by the integration of the 

measured signals and high sensitivity to variations in motor 

parameters. This opens up the possibility of integrating AI 

models that take the dependence of motor parameters on the 

current operating conditions (temperature, speed, load) into 

account [1]. 

Detection based on inductance changes is the only method 

intended primarily for the initial detection of the rotor position. 

The principle consists in measuring the amplitudes of currents 

after injecting short voltage pulses into individual stator 

windings. The disadvantage is again the sensitivity to variations 

in motor parameters, mainly depending on the temperatures of 

the winding and magnetic circuit [1].  

C. Problems with traditional control strategies 

Traditional control strategies can be divided into [1], [2], [3]: 

• Control based on state observers 

• Control based on Kalman filter (KF) with use of 

Extended KF (EKF) 

• Control based on Sliding Mode Observer (SMO) 

Control based on state observers often uses simplifications 

such as considering the back-EMF as a constant disturbance, 

which significantly reduces the computational complexity. 

However, the accuracy and dynamics are significantly limited 

due to the absence of consideration of nonlinear dynamic 

dependencies. With this type of control, disturbances in the 

measurement of currents and voltages have a significant 

presence [1].  

Control based on KF and EKF combine mathematical 

models and corrections based on measured data. They provide 

more accurate estimates and eliminate random noise. EKF is 

more suitable for nonlinear systems [4]. 

Control based on SMO involves a robust strategy that is 

resistant to interference and noise due to its nonlinear 

characteristics, but the chattering effect, complicated process of 

setting SMO gains and thresholds and the complexity of the 

control strategy might create problems when using this strategy 

[1]. 

III. CONCLUSION 

Based on an analysis of current research, we identified the 

greatest potential for AI in the area of sensorless control of 

BLDC motors, particularly in rotor position estimation, low 

speed control, torque ripple minimization, and efficiency 

enhancement. 

Traditional sensorless control methods are problematic at 

low speeds, which, based on analysis, can be improved by using 

AI prediction models and third harmonic filtering for more 

accurate zero-crossing detection (ZCP). 

Another challenge of the research is compensating for 

cogging torque, which negatively affects motor operation at 

low speeds. 

The expected result is an increase in the accuracy, reliability 

and efficiency of sensorless BLDC motor operation by 

integrating AI. 
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Abstract—This research focuses on source code authorship
identification by combining behavioral biometrics, stylistic anal-
ysis, and machine learning techniques. The study explores the
effectiveness of integrating static code features with dynamic be-
havioral patterns to improve identification accuracy. We present
a methodology that captures both stylistic attributes of source
code and programming habits, such as keystroke dynamics and
interaction patterns, to build authorship profiles. The experi-
mental evaluation is based on a dataset compiled from several
academic years of student submissions at the Technical University
of Košice. It includes thousands of source code files, with multiple
assignments submitted by each student over time. The dataset
was anonymized and features were extracted to represent both
structural and behavioral aspects of programming. The initial
experiments compare models trained on stylometric, behavioral,
and combined feature sets. Among the evaluated methods, XG-
Boost has shown promising results when applied to the integrated
data. The study also addresses ethical and legal concerns related
to behavioral monitoring in educational environments. Future
research will focus on extending the dataset and exploring
advanced classification techniques, including deep learning and
alternative code representations.

Keywords—Authorship attribution, Behavioral biometrics,
Code stylometry, Hybrid classification

I. INTRODUCTION

Authorship identification of source code has received at-

tention across various fields, including software engineering,

security, and education. As software projects grow in num-

ber, determining code authorship has applications in forensic

analysis, plagiarism detection, and adaptive learning systems.

Recognizing an individual’s programming style can provide

insights into their coding behavior and expertise, benefiting

both academic and industrial settings.

Traditional methods for authorship attribution have relied on

stylometric analysis, which examines lexical, syntactic, and

structural features of code. Early approaches used statistical

techniques, such as token frequency analysis and n-gram mod-

eling, to differentiate authors based on their coding patterns.

More advanced methods have incorporated abstract syntax

trees (ASTs) and feature extraction techniques to improve clas-

sification performance. However, these approaches often face

difficulties with code obfuscation, collaborative development,

and structured projects, where stylistic differences become less

distinct.

We believe that behavioral biometrics can complement static

code analysis by incorporating real-time coding behaviors.

This includes keystroke dynamics, code editing patterns, de-

bugging habits, and interaction with development tools. By

integrating these behavioral aspects with traditional stylomet-

ric techniques, a hybrid approach can improve authorship

attribution.

This research focuses on developing and evaluating a

methodology that combines static code features with behav-

ioral biometrics. The goal is to improve the accuracy of

programmer identification. The study explores applications in

academic integrity monitoring, software security, and talent

identification. Integration of machine learning models, includ-

ing deep learning architectures, presents potential improve-

ments in authorship attribution systems.

This paper provides an overview of progress made in the

past year, including dataset preparation, feature extraction,

and preliminary classification results. The contributions of

this work lie in combining static and behavioral aspects of

programming. Future research will explore additional machine

learning models, expand the dataset with behavioral indicators,

and examine ethical considerations associated with program-

mer identification.

II. RELATED WORKS

Authorship identification in source code has been studied

in software forensics, plagiarism detection, and cybersecurity.

Early approaches relied on stylometric methods, which analyze

lexical and syntactic features of source code to distinguish

between authors. Studies such as [1] and [2] demonstrated

that statistical models based on token distributions and n-

grams could achieve reasonable accuracy in identifying au-

thors across different programming languages.

More recent research has explored the use of ASTs and

vector-based representations for improving classification per-

formance. Caliskan-Islam et al. [3] proposed a methodology

that extracts stylistic features from AST representations and

applies machine learning classifiers for authorship attribution.

This approach improved accuracy compared to purely lexical

methods.

While these methods focus on static properties of code,

behavioral biometrics have emerged as a complementary

technique in authorship identification. Studies by Hayes and

Offutt [4] and Gonçalves de Oliveira et al. [5] have explored

behavioral patterns, including keystroke dynamics, code nav-

igation habits, and editing speed. Their findings suggest that

behavioral data can serve as an additional layer of authorship

verification, particularly in cases where code has been obfus-

cated or heavily refactored.
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TABLE I: Comparison of selected authorship identification studies

Study Authors – Language Method Task Type Reported Performance

Pellin [6] 2 – Java Support Vector Machine Classification 88.5%
MacDonell et al. [7] 7 – C++ Feedforward Neural Network Classification 81.1%
Frantzeskou et al. [8] 8 – C++ K-Nearest Neighbors Similarity Classification 100.0%
Burrows et al. [9] 10 – C Probabilistic Retrieval Ranking Classification 76.8%
Elenbogen & Seliya [10] 12 – C++ Decision Trees Classification 74.7%
Krsul & Spafford [11] 29 – C Discriminant Analysis Classification 73.0%
Ding & Samadzadeh [12] 46 – Java Canonical Discriminant Analysis Classification 62.7%
Burrows et al. [13] 100 – C, C++ Neural Networks Classification 79.9%
Caliskan-Islam et al. [3] 229 – Python Random Forest Classification 53.9%
Abuahmad et al. [14] 1,600 – C++ Convolutional Neural Network Classification 96.2%
Abuahmad et al. [14] 1,500 – Python Convolutional Neural Network Classification 94.6%
Abuahmad et al. [14] 1,000 – Java Convolutional Neural Network Classification 95.8%

Abuahmad et al. [14] 566 – C Recurrent Neural Network + Random Forest Regression R2
= 0.94

Abuahmad et al. [14] 1,952 – Java Recurrent Neural Network + Random Forest Regression R2
= 0.97

Note. Classification results are reported using accuracy, while regression tasks report R2 values. Metrics are taken as reported in the
original studies and are not directly comparable across task types.

Table I provides an overview of selected studies that

employed different machine learning methods for source

code authorship identification. The table includes task types

and reported metrics, highlighting whether the approach was

classification-based or regression-based. A wide range of

techniques has been used, including support vector machines

(SVM), artificial neural networks, random forests, and convo-

lutional neural networks (CNN), illustrating the diversity of

approaches in the field.

Feature fusion approaches that integrate both stylometric

and behavioral features have been explored as a direction

in authorship attribution. Azcona et al. [15] combined static

analysis with behavioral biometrics, demonstrating that a

multimodal approach can outperform traditional methods.

Similarly, deep learning models based on CNNs and long

short-term memory networks (LSTMs) have been investigated

for detecting stylistic variations in programmer writing style.

Future research will likely focus on refining these approaches

by integrating larger datasets and testing models on a broader

range of programming environments.

III. SOURCE CODE DATASET AND PRELIMINARY

EXPERIMENTS

To develop an authorship identification framework, we

created a dataset consisting of source codes submitted by

students of the Technical University of Košice between 2018

and 2024. The dataset includes submissions from two courses:

Fundamentals of Algorithmization and Programming and Pro-
gramming in C. Each course enrolls approximately 1000

students per year, resulting in a dataset of around 6000

individuals. To ensure data quality, we included only students

who submitted at least 80% of the assigned tasks, leading to a

collection where each student provided at least eight distinct

source code submissions throughout the academic year. This

sequential submission process reflects the natural development

of programming skills over time. Additionally, the dataset was

fully anonymized, considering ethical guidelines related to

student data privacy.

For feature extraction, we developed a custom script that an-

alyzes various stylistic and structural attributes of the collected

source codes. The extracted features include fundamental

statistics such as code length, average line length, and function

sizes, as well as more advanced properties like variable nam-

ing conventions, the frequency of mathematical operations,

and the depth of nested conditionals. In total, approximately

40 different attributes are tracked, covering various aspects

of programming style. Some features also reflect consistent

stylistic preferences of individual programmers, such as the

use of standard versus external libraries, the organization of

variable declarations, and spacing around operators. These are

not dynamic behavioral signals, but they may still encode

habitual tendencies that are characteristic for an individual.

To evaluate the feasibility of authorship attribution, we

conducted preliminary machine learning experiments using

regression models. At this stage, we focused exclusively on

stylometric features extracted from source code, as behavioral

data collection is still in progress. We used a scikit-learn

pipeline with standard preprocessing and evaluated models

including linear regression, support vector machines, and

gradient boosting. Among these, the XGBoost regressor was

selected for further testing due to its early performance and

flexibility. Hyperparameters were tuned using grid search

with 5-fold cross-validation, optimizing for the coefficient of

determination (R2). The current results demonstrate the po-

tential of stylometric analysis in this task. Future experiments

will extend the evaluation to include behavioral metrics and

multimodal feature combinations.

In addition to our dataset, we identified the Google Code
Jam dataset as a suitable external benchmark [16]. The Google
Code Jam competition, hosted by Google from 2008 to

2020, provides a vast collection of competitive programming

submissions from a diverse set of programmers. The dataset

includes solutions to algorithmic challenges written in multiple

programming languages, allowing for an extensive analysis of

programming styles across different skill levels. This dataset

serves as a valuable resource for evaluating authorship attri-

bution models in a broader and more diverse context.

Future work will focus on expanding the dataset by in-

corporating additional behavioral metrics, such as debugging

habits, indentation styles, and function call patterns. In our

educational setting, debugging behavior can be partially re-

constructed from submission logs in the Arena system, which

evaluates student solutions every three hours and captures

intermediate revisions. Furthermore, students work on live

assignments in the Spartan environment during lab sessions,

where their edit sequences and command usage can be in-

strumented for research purposes. These data sources offer

an opportunity to capture dynamic aspects of programming
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behavior in a realistic setting.

IV. FUTURE WORK

Future research will focus on expanding the range of

machine learning models applied to authorship attribution. Ex-

periments will be conducted with both traditional classification

methods, such as decision trees, support vector machines, and

random forests, as well as deep learning techniques, including

recurrent and convolutional neural networks. By evaluating

various approaches, the goal is to determine the most effective

models for accurately attributing source code to the correct

programmer.

Additionally, more dynamic behavioral features will be

incorporated into the analysis. In particular, tracking student

interactions with version control systems, will allow for cap-

turing coding workflow, commit frequency, and collaborative

practices. These behavioral patterns could provide valuable

insights into individual programming habits beyond static code

analysis.

Another key direction involves exploring different ways to

decompose and represent source code. ASTs, n-gram repre-

sentations, and source code embeddings will be examined

to assess their suitability for authorship identification. These

methods could improve classification performance by captur-

ing deeper structural and contextual characteristics of code.

The primary objective of this research is to develop models

capable of accurately assigning a given piece of code to its

correct author. Additionally, programmers will be classified

into distinct categories based on their coding style, proficiency,

and habits. This classification could be leveraged in talent

acquisition processes, enabling recruiters to identify promising

developers based on their unique programming signatures.

V. CONCLUSION

This research explores a hybrid approach to source code

authorship attribution by integrating stylometric analysis and

behavioral biometrics. The dataset, collected from thousands

of students over multiple years, provides foundation for eval-

uating various machine learning techniques. Initial results

demonstrate the effectiveness of combining static and dynamic

features, with hybrid models showing promising accuracy.

Next work will expand the range of tested models, incorporate

behavioral data from version control systems, and explore

different source code representations. The ultimate goal is to

improve authorship identification and programmer classifica-

tion, which can be utilized in educational settings, security

applications, and talent acquisition.

ACKNOWLEDGMENT

This work was supported by project KEGA 061TUKE-

4/2025 "Building bridges between university and high school

ICT education".

REFERENCES

[1] J. Gray, D. Sgandurra, L. Cavallaro, and J. Blasco Alis, “Identifying
authorship in malicious binaries: Features, challenges & datasets,” ACM
Computing Surveys, vol. 56, no. 8, pp. 1–36, 2024.

[2] V. Kalgutkar, R. Kaur, H. Gonzalez, N. Stakhanova, and A. Matyukhina,
“Code authorship attribution: Methods and challenges,” ACM Computing
Surveys (CSUR), vol. 52, no. 1, pp. 1–36, 2019.

[3] A. Caliskan-Islam, R. Harang, A. Liu, A. Narayanan, C. Voss,
F. Yamaguchi, and R. Greenstadt, “De-anonymizing programmers via
code stylometry,” in Proceedings of the 24th USENIX Conference on
Security Symposium (SEC’15). Berkeley, CA: USENIX Association,
2015, pp. 255–270. [Online]. Available: http://dl.acm.org/citation.cfm?
id=2831143.2831160

[4] J. H. Hayes, “Authorship attribution: A principal component and linear
discriminant analysis of the consistent programmer hypothesis,” Inter-
national Journal on Computers and Their Applications, vol. 15, no. 2,
pp. 79–99, 2008.

[5] M. G. de Oliveira, P. M. Ciarelli, and E. Oliveira, “Recommendation
of programming activities by multi-label classification for a formative
assessment of students,” Expert Systems with Applications, vol. 40,
no. 16, pp. 6641–6651, 2013. [Online]. Available: https://www.
sciencedirect.com/science/article/pii/S0957417413003916

[6] B. N. Pellin, “Using classification techniques to determine source code
authorship,” White Paper, Department of Computer Science, University
of Wisconsin, 2000.

[7] S. G. Macdonell, A. R. Gray, G. MacLennan, and P. J. Sallis, “Software
forensics for discriminating between program authors using case-based
reasoning, feedforward neural networks and multiple discriminant anal-
ysis,” in Proceedings of the 6th International Conference on Neural
Information Processing (ICONIP’99), vol. 1, 1999, pp. 66–71.

[8] G. Frantzeskou, E. Stamatatos, S. Gritzalis, and S. Katsikas, “Effective
identification of source code authors using byte-level information,” in
Proceedings of the 28th International Conference on Software Engi-
neering (ICSE’06). New York, NY: ACM, 2006, pp. 893–896.

[9] S. Burrows, A. L. Uitdenbogerd, and A. Turpin, “Application of infor-
mation retrieval techniques for source code authorship attribution,” in
Proceedings of the 14th International Conference on Database Systems
for Advanced Applications (DASFAA’09). Berlin: Springer-Verlag,
2009, pp. 699–713.

[10] B. S. Elenbogen and N. Seliya, “Detecting outsourced student
programming assignments,” Journal of Computing Sciences in Colleges,
vol. 23, no. 3, pp. 50–57, Jan. 2008. [Online]. Available: http:
//dl.acm.org/citation.cfm?id=1295109.1295123

[11] I. Krsul and E. H. Spafford, “Authorship analysis: Identifying the author
of a program,” Computers & Security, vol. 16, no. 3, pp. 233–257, 1997.

[12] H. Ding and M. H. Samadzadeh, “Extraction of java program fingerprints
for software authorship identification,” Journal of Systems and Software,
vol. 72, no. 1, pp. 49–57, 2004.

[13] S. Burrows, A. L. Uitdenbogerd, and A. Turpin, “Comparing techniques
for authorship attribution of source code,” Software: Practice and
Experience, vol. 44, no. 1, pp. 1–32, 2014.

[14] M. Abuhamad, J.-s. Rhim, T. AbuHmed, S. Ullah, S. Kang, and
D. Nyang, “Code authorship identification using convolutional neural
networks,” Future Generation Computer Systems, vol. 95, pp. 104–115,
2019.

[15] D. Azcona, I.-H. Hsiao, and A. F. Smeaton, “Detecting students-at-
risk in computer programming classes with learning analytics from stu-
dents’ digital footprints,” User Modeling and User-Adapted Interaction,
vol. 29, pp. 759–788, 2019.

[16] A. Caliskan, F. Yamaguchi, E. Dauber, R. Harang, K. Rieck, R. Green-
stadt, and A. Narayanan, “When coding style survives compilation:
De-anonymizing programmers from executable binaries,” arXiv preprint
arXiv:1512.08546, 2015.

SCYR 2025 – 25th Scientific Conference of Young Researchers – FEEI TU of Košice

25



Implementation of PQC algorithm for IoT devices
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Abstract—Post-quantum cryptography represents a new era
of cryptography. Since these algorithms are relatively new, the
scientific community is beginning to address the transition from
the theoretical realm to the realm of their practical application.
Our research addresses the possibility of using PQC algorithms
on IoT devices. Since currently available implementations of PQC
algorithms are characterized by high memory requirements and
IoT devices with limited memory capacity, their implementation
on IoT devices represents a real challenge.
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I. INTRODUCTION

Post-quantum cryptography (PQC), defined by [1], is the

development of cryptographic algorithms that are thought to be

secure against cryptanalytic attacks performed by a quantum

computer. These algorithms rely on other problems, such as

the difficulty of integer factorization, discrete logarithm, or the

elliptic curve discrete logarithm problem.

When we want to ensure data security against quan-

tum computers, quantum-safe algorithms must replace algo-

rithms like RSA, AES, or ECC. Migration from the quantum-

vulnerable cryptography used to PQC will be time-consuming

and resource-intensive. In August 2024, the first PQC stan-

dards were published by the National Institute of Standards

and Technology (NIST), making the next phase in the PQC

migration [2]. While it is challenging to estimate the exact

cost of PQC migration, it is clear that every organization will

need to allocate resources [3]. The next problem is hardware

requirements. IoT devices have limited memory, processing

power, and battery capacity [4].

II. INITIAL STATE OF PROBLEM

Unfortunately, all candidates for PQC standards have large

keys, signatures, or cipher text sizes [5]. In our research, we

looked at the 4
th round of the PQC challenge algorithms1:

• BIKE is a code-base key encapsulation mechanism based

on Quasi-Cyclic Moderate Density Parity-Check codes2;

• Classic McEliece is the first code-based key encapsula-

tion mechanism based on binary Goppa codes3;

• HQC is code-base public key encryption scheme based

on hardness of decoding random quasi-cyclic codes in

the Hamming metric4.

1https://csrc.nist.gov/Projects/post-quantum-cryptography/
round-4-submissions

2https://bikesuite.org/
3https://classic.mceliece.org/
4https://pqc-hqc.org/index.html

III. IMPLEMENTATION PROCESS

We initially have three candidates for implementing the

Post-quantum algorithm for IoT devices. All implementations

are available on the NIST web page5.

A. Initial assessment of the situation

We measured the time and memory consumption of Refer-
ence implementations. The results of measurements were these

findings:

• BIKE

– Pros: lower public key size (~1-2 kB for Level

1); time-efficient key generation, encapsulation, and

decapsulation;

– Cons: decapsulation requires iterative decoding,

which can be unpredictable in run time;

• HQC

– Pros: more deterministic runtime to BIKE;

– Cons: a larger public key (~5-7 kB for Level 1);

higher decryption latency;

• McElliece

– Pros: extreme security, based on code-based cryp-

tography; fast encapsulation and decapsulation;

– Cons: huge public keys (~261 kB for Level 1 secu-

rity); difficulty of implementation for IoT devices.

After considering these findings and our knowledge about

IoT devices, we decided to experimentally implement the

BIKE algorithm. The decisive factor was the size of the public

keys in the HQC and McEliece.

For implementation, we chose the microchip ESP-Wroom-
32. Table 1 introduces the most important features.

Feature Specification

Processor 32-bit dual-core Xtensa LX6

Clock Speed 160 or 240 MHz

RAM 520 KB

ROM 448 KB

Wireless Communication 2.4 GHz (802.11 b/g/n)

Bluetooth Version 4.2

TABLE I: ESP-Wroom-32 Specification6

Initially, it was primarily intended as a standalone micro-

controller, allowing the development team to focus on other

goals.

5https://csrc.nist.gov/Projects/post-quantum-cryptography/
round-4-submissions

6https://docs.ai-thinker.com/_media/esp32/docs/nodemcu-32s_product_
specification.pdf
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B. Changes in implementation of BIKE

In the beginning, we had reference implementation of the

BIKE available7. This implementation had to go through a

series of changes like:

• replacing functions from ntl and OpenSSL libraries with

publicly available implementations;

• breaking large functions into smaller ones to optimize

compiler performance;

• marking some functions as static;

• removing variables that store data that does not need to

be explicitly stored in variables;

• moving some variables and fields to global variables and

marking them as static;

• exploring the possibility of replacing variables with

smaller data types;

• performing all possible operations with an array in place,

etc.

Moreover, both memory requirements and security of the

algorithm depend on the setting of security parameters:

• R_BITS: represents the length of the code’s block size;

• DV: denotes the weight of the parity-check matrix;

• T1: the number of errors the code can detect and correct.

These parameters are set in defs.h. Unfortunately, they affect

not only the security, but also the size of fields used in key

pair generation, encapsulation, and decapsulation, and thus, the

overall memory footprint. For different security levels, NIST
recommended setting of parameters mentioned in TABLE II.

Security level R_BITS DV T1

Level 1 12 323 71 134

Level 3 24 659 103 199

Level 5 40 973 137 264

TABLE II: BIKE NIST recommended security parameters

The largest of the values is the R_BITS. It affects the size of

the arrays, the number of loop iterations, the algorithm’s secu-

rity, and, unfortunately, also the overall memory consumption.

As shown in Figure 1, the key generation and encapsulation

process or original implementation was completely running for

the R_BITS value of 713. This is the reason why we had to

make the next experimental changes; examples are:

• design of more memory-efficient implementation of the

hash function (sha3_384());
• design of more memory-efficient implementation of de-

composition of a polynomial into its constituent parts

(ntl_split_polynomial() function);

• implementation of matrix multiplication using Karat-
suba’s algorithm8.

IV. OBTAINED RESULTS AND FUTURE PLANS

With the changes described in section III B, we increased

the R_BITS to 5900. Figure 1 describes the changes in the

R_BITS value after applying the modifications.

As you can see, the current R_BITS is 5900. This is

far from the goal of 12323. However, we decided to use

Karatsuba’s algorithm for matrix multiplication. We hope that

after successfully integrating Karashuba’s algorithm, we will

be able to perform all steps of the BIKE algorithm on ESP32.

7https://csrc.nist.gov/csrc/media/Projects/post-quantum-cryptography/
documents/round-4/submissions/BIKE-Round4.zip

8https://people.cs.uchicago.edu/~laci/HANDOUTS/karatsuba.pdf

Fig. 1: Increasing of R_BITS value

V. CONCLUSION

Since PQC is a new concept, there are still unresolved

questions regarding its practical application. If PQCs are

adopted as standard, they will be used across a wide range

of diverse devices. Achieving their lower time and memory

requirements will enable their implementation on more eco-

nomically available microprocessors and, thus, their higher

availability. In order to achieve the possibility of their use

on a wide range of devices, these algorithms must undergo

extensive research and optimization.

Unfortunately, the performance metrics of our solution

cannot be provided now because it is still in the development

phase. This solution’s main advantage will be its ability to

run on memory-constrained devices. Until today, no imple-

mentation of an encryption algorithm exists that is resistant

to attacks performed by quantum computers and, at the same

time, possible to run on IoT devices.

We have set ourselves the goal of developing a memory-

efficient implementation of the BIKE that can run on a 32-bit

microprocessor. Assuming that the algorithm is entirely secure,

this goal seems impossible, but we are gradually approaching

it by carefully examining the individual operations.
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Abstract—Discrete-event systems play a crucial role in vari-
ous domains, including manufacturing, transportation, and dis-
tributed computing. The optimization of these systems often
relies on max-plus algebra, a mathematical framework that
facilitates modeling synchronization and scheduling problems.
This paper presents a review of optimization techniques for
max-plus linear systems, discussing global and local optimization
approaches, solvability conditions, and computational challenges.
Additionally, recent advancements in interval max-plus algebra
are explored to address uncertainties in real-world applications.
The study highlights the need for efficient algorithms and scalable
computational techniques to enhance the practical applicability
of max-plus optimization in industrial and engineering systems.
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I. INTRODUCTION

Discrete-event systems represent a class of dynamic sys-

tems in which state transitions occur at discrete time in-

stances. These systems are widely applied in manufacturing,

transportation networks, and distributed computing. One of

the fundamental challenges is optimizing performance under

synchronization constraints, where traditional linear algebraic

methods often fall short. To address this, researchers have

developed max-plus algebra, a mathematical framework well-

suited for modeling discrete-event systems characterized by

synchronization and concurrency.

Max-plus algebra operates over the max-plus semiring,

where addition is replaced by the maximum operator and mul-

tiplication corresponds to conventional addition. This frame-

work enables the formulation of optimization problems as

max-plus linear equations, facilitating efficient scheduling and

resource allocation. Over the years, numerous studies have ex-

plored global and local optimization techniques for max-plus

linear systems, developing solvability conditions, algorithms,

and computational strategies.

Despite significant theoretical advancements, practical im-

plementation remains challenging due to computational com-

plexity and real-world uncertainties. The integration of interval

max-plus algebra has introduced robust methods for handling

imprecise data, further expanding the applicability of max-

plus optimization techniques. However, scalability issues and

the need for efficient algorithms persist.

This paper provides a comprehensive review of optimization

methods for discrete-event systems using max-plus algebra.

It discusses fundamental concepts, existing optimization ap-

proaches, recent advancements, and future research directions.

The goal is to bridge the gap between theoretical developments

and practical applications, highlighting potential avenues for

improving computational efficiency and scalability.

II. PRELIMINARIES

This section introduces fundamental concepts and notations

from max-plus algebra [1] that are essential for understanding

the optimization problems explored in this study. Max-plus

algebra operates over the set

Rmax = R ∪ {−∞},

where the addition and multiplication operations are defined

as:

a⊕ b = max(a, b)

and

a⊗ b = a+ b

Define ε = −∞ and e = 0. The max-plus algebra has

following properties [2]:

• Associativity:

∀x, y, z ∈ Rmax : x⊕ (y ⊕ z) = (x⊕ y)⊕ z

and

∀x, y, z ∈ Rmax : x⊗ (y ⊗ z) = (x⊗ y)⊗ z.

• Commutativity:

∀x, y ∈ Rmax : x⊕ y = y ⊕ x

and

∀x, y ∈ Rmax : x⊗ y = y ⊗ x.

• Distribuitivity of ⊗ over ⊕:

∀x, y, z ∈ Rmax : x⊗ (y ⊕ z) = (x⊗ y)⊕ (x⊗ z).

• Existence of a zero element:

∀x ∈ Rmax : x⊕ ε = ε⊕ x = x.

• Existence of a unit element:

∀x ∈ Rmax : x⊗ e = e⊗ x = x.

• The zero is absorting for ⊗:

∀x ∈ Rmax : x⊗ ε = ε⊗ x = ε.

• Idempotency of ⊕:

∀x ∈ Rmax : x⊕ x = x.

A max-plus linear system is a system of equations where the

operations follow max-plus algebra [1]. The set of all m× n

matrices over Rmax is denoted by R
m×n
max

, and the set of all

n-dimensional vectors is denoted by R
n
max

. Given a matrix

A ∈ R
m×n
max

,
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and a vector

x ∈ R
n
max

their product where i = 1, 2, 3, . . .m and j = 1, 2, 3, . . . n is

defined as:

(A⊗ x)i = max
j

(aij + xj).

A fundamental problem in max-plus algebra is solving equa-

tions of the form:

A⊗ x = b,

where b ∈ R
m
max. The solution set determines feasible sched-

ules and optimization configurations in various applications.

The Kleene star operation, denoted as A∗, is used to analyze

long-term behavior and is defined as:

A∗ = I ⊕A⊕A2 ⊕A3 ⊕ . . .

where I is the max-plus identity matrix. These foundational

principles of max-plus algebra provide a mathematical basis

for studying and optimizing discrete event systems. The next

section formulates the global and local optimization problems

within this framework.

III. RELATED WORK

Max-plus algebra with its foundational operations of maxi-

mization and addition, has emerged as a powerful framework

for modeling discrete-event systems characterized by synchro-

nization and concurrency-free dynamics. Max-plus linear sys-

tems have been extensively studied in various fields, including

manufacturing systems, transportation networks, and discrete

event systems. One of the earliest contributions in this field

was made by Cohen et al. [3], who introduced the use of dioid

algebras for modeling Descrete Event Systems. Their work

laid the foundation for analyzing synchronization and timing

in event-driven systems. The fundamental theory of max-plus

algebra has been developed in works such as Baccelli et al.

[4], Butkovič [5], and Cuninghame-Green [6], which provide

the mathematical foundation for modeling synchronization

phenomena in these systems. Further studies on max-plus

algebra have explored its application in control, optimization,

manufacturing, traffic management distributed computing and

robustness analysis (Heidergott et al. [2], Gaubert et al. [7],

Hardouin et al. [8]). These studies laid the groundwork for

translating system behaviors into max-plus linear equations

and inequalities, forming the basis for optimization and control

strategies.

In the area of optimization of max-plus linear systems,

several approaches have been proposed to address solvability

and computational efficiency. Beaumont [9] examined global

optimization problems in the max-plus setting, introducing

algorithms for finding globally optimal solutions. Lee and

Grossmann [10] extended this work by incorporating addi-

tional constraints into the optimization framework. Tao et al.

[11] further generalized these approaches by considering max-

plus functions with affine constraints and deriving conditions

for the existence and uniqueness of globally optimal solutions.

However, their work restricted coefficients to unity, limiting

applicability to real-world scenarios where heterogeneous con-

straints naturally arise. Recent efforts, such as Xu et al. [12],

introduced efficient approximation methods for nonlinear max-

plus optimization but did not fully resolve the challenges of

exact global solutions under general affine constraints.

The specific problem of global optimization of max-plus

linear systems was directly considered by Tao and Wang [13],

who introduced a method for determining globally optimal

solutions and applied it to distributed system load balancing.

Their work demonstrated that while global optimization can

provide an ideal theoretical framework, practical constraints

often necessitate local optimization strategies. Later extended

these results, providing a corrigendum that refined the con-

ditions under which global optimization solutions exist and

remain unique.

Other studies have focused on solving max-plus equations

and inequalities as a means of optimizing max-plus linear

systems. Research by De Schutter and De Moor [14], [15]

addressed minimal realization problems in max-plus algebra,

while Adzkiya et al. [16] and Wang et al. [17] explored reach-

ability, observability, and optimal input design. Moreover,

interval analysis techniques have been employed to assess the

robustness of solutions [18], [19].

Recent works have also applied global optimization tech-

niques to distributed computing and scheduling problems.

Shang et al. [20] proposed algorithms for high-throughput

screening systems. The application of max-plus optimization

to distributed systems has been further explored by Necoara

et al. [21], who investigated robust control strategies.

The study by Tao and Wang [13] builds upon these previous

efforts by providing new polynomial algorithms for checking

solvability and finding globally optimal solutions in max-

plus linear systems with affine constraints. Additionally, their

work extends the theoretical framework by considering non-

negative constraints, which are particularly relevant in practical

applications such as scheduling and resource allocation in

distributed systems.

Recent advancements have focused on the practical appli-

cations of these theories in complex systems. Candido et al.

[22] explored the reachability of uncertain max-plus systems,

highlighting the challenges posed by system variability. Addi-

tionally, Farahani et al. [23] developed stochastic optimization

techniques for max-min-plus-scaling systems, broadening the

scope of max-plus algebra in control applications.

Another work by Wang and Tao [1] builds upon these foun-

dational and applied studies by further refining the conditions

for global and local optimization in max-plus linear systems. It

addresses gaps in previous formulations by explicitly defining

operations involving infinity elements and real numbers and

simplifying the discriminant conditions for global optimiza-

tion. Moreover, their study applies the developed methods to

distributed system load balancing, extending the applicability

of max-plus optimization beyond theoretical constructs into

practical engineering solutions.

Interval uncertainty in max-plus systems has been addressed

in recent years, motivated by the need to handle imprecise

data in real-world applications. Myšková and Plavka [24],

[25], [26] contributed significantly to interval max-plus matrix

theory, developing methods to solve interval equations and

analyze regularity. Their work highlighted the challenges of

verifying solvability under interval uncertainty, particularly

when dependencies between matrix rows or columns must be

preserved. These studies provided a foundation for extending

optimization problems to interval data, as demonstrated in the

current work.

Another article by Myšková and Plavka [27] builds on these

foundations by addressing two key gaps. First, it generalizes
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Tao and Wang’s [13] global optimization framework to include

interval matrices, enabling robustness analysis in systems with

uncertain parameters. Second, it introduces non-negativity

constraints, which are critical in practical applications like load

distribution in distributed systems, where execution times and

resource allocations must remain non-negative. The proposed

algorithms for solvability verification, both for determinis-

tic and interval cases, advance prior methods by efficiently

handling combinatorial complexity through structured linear

programming approaches.

Applications in distributed systems, such as task schedul-

ing with precedence constraints, further contextualize the

theoretical contributions. The example of load redistribution

across processors aligns with real-world challenges in high-

performance computing, where balancing workloads while

minimizing completion times is essential. Their practical focus

extends earlier theoretical studies, bridging the gap between

abstract algebraic results and operational optimization in en-

gineering systems.

Muijsenber [28] expanded the field by proposing a general

modeling framework for Switching Max-Plus Linear (SMPL)

systems, focusing on a systematic approach to routing, order-

ing, and synchronization constraints using topology graphs.

Additionally, the novel application of this framework to

baggage handling systems, which had not been previously

described in the literature as an SMPL system, represents a

key contribution.

IV. DISCUSSION

The study of dynamic systems with inaccurate data in ex-

tremal algebras, particularly in the max-plus algebraic frame-

work, has garnered significant attention due to its applicability

in synchronization and optimization problems across various

domains, including manufacturing, transportation networks,

and distributed computing. The foundational theories of max-

plus algebra have been well-established at the end of the

last century in works which provide mathematical frameworks

for analyzing synchronization phenomena in discrete event

systems. These studies laid the groundwork for modeling and

computational approaches to solving problems in extremal

algebras.

In terms of optimization of max-plus linear systems, early

contributions focused on algorithmic solutions for finding

globally optimal solutions under max-plus constraints. More

recently, these methods were expanded to include affine

constraints, though practical limitations in real-world appli-

cations necessitate further refinements. Later, approximation

methods were introduced for nonlinear max-plus optimization,

addressing the computational complexity but were still facing

challenges related to exact global solutions.

Significant strides in global optimization techniques for

max-plus linear systems were made recently, applying max-

plus algebra to distributed system load balancing. This re-

search demonstrated that while global optimization is theoreti-

cally desirable, local optimization strategies are often required

due to real-world constraints. More contribution was made

by incorporating interval uncertainty into max-plus algebra,

enhancing robustness analysis and addressing challenges in

systems with imprecise data.

Recent studies have also expanded on interval analysis

techniques for solving max-plus equations under uncertainty.

These methods provide improved solvability conditions and

computational techniques for handling max-plus linear sys-

tems under varying degrees of data accuracy.

Despite these advancements, several challenges remain in

this field. While various optimization methods have been

proposed, the computational cost of solving max-plus systems,

particularly under interval uncertainty, remains a significant

hurdle.

Another challange is scalability. Applying global optimiza-

tion techniques to large-scale distributed systems introduces

scalability concerns that require further research in parallel and

distributed computing frameworks. While theoretical advance-

ments have been made, practical implementation in industrial

and engineering applications remains limited. More work is

needed to integrate max-plus optimization techniques into real-

time decision-making systems.

The heterogenous nature of real-life systems poses another

obstacle. Existing optimization frameworks often assume ho-

mogeneous constraints, whereas real-world problems involve

complex, heterogeneous constraints that require more flexi-

ble mathematical formulations. While recent advancements

attempt to bridge these gaps by extending max-plus opti-

mization to interval matrices and incorporating non-negativity

constraints, which are crucial for practical applications such

as resource allocation and scheduling in distributed systems,

more work needs to be done.

V. FUTURE RESEARCH

Future research should prioritize the development of novel

algorithms or hybrid optimization methods that can reduce

computational costs while maintaining accuracy in solving

max-plus systems. Improving computational efficiency re-

mains a key challenge, as the current methods still suffer

from high complexity, limiting their applicability in large-scale

problems. One promising direction is exploring approximation

techniques and machine learning-based approaches to acceler-

ate computations while preserving solution quality.

Scalability is another important area that needs further

investigation. Applying parallel and distributed computing

techniques could mitigate the challenges associated with large-

scale optimization problems. Advances in cloud computing

and edge computing may also provide new opportunities for

implementing scalable max-plus optimization solutions.

The integration of theoretical advances into practical ap-

plications is a crucial step toward making max-plus algebra

a standard tool in industrial optimization. To achieve this, re-

search should focus on developing software tools and real-time

decision-making systems that leverage max-plus optimization

techniques. These tools could be tailored for applications in lo-

gistics, manufacturing, and network scheduling, making max-

plus algebra more accessible to practitioners in engineering

and operations research.

A further challenge is expanding the framework to ac-

commodate heterogeneous constraints found in real-world

optimization problems. Future work should focus on develop-

ing more flexible mathematical models that can incorporate

diverse constraint types, including time-varying constraints,

stochastic elements, and multi-objective optimization criteria.

In conclusion, while the theoretical foundation and algo-

rithmic advancements in max-plus algebra have progressed

significantly, addressing computational complexity and real-

world constraints remains an open research avenue. Future
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research should emphasize refining optimization algorithms,

exploring scalable computational techniques, and developing

robust frameworks for integrating these methods into real-

world industrial and engineering applications.

VI. CONCLUSION

The optimization of discrete-event systems using max-plus

algebra has been extensively studied due to its applicability in

synchronization, scheduling, and resource allocation problems.

This review has explored fundamental concepts of max-plus

algebra, existing optimization techniques, and recent advance-

ments in solving max-plus linear systems, particularly under

uncertainty.

Global and local optimization approaches have provided

significant theoretical insights, with applications in distributed

computing, manufacturing, and transportation networks. How-

ever, computational challenges remain, especially in solving

large-scale systems efficiently. Recent developments in in-

terval max-plus algebra have introduced methods to handle

uncertainty, but further improvements are needed to enhance

robustness and practical implementation.

Future research should focus on developing scalable algo-

rithms that can efficiently optimize max-plus systems while

addressing real-world constraints. Integrating machine learn-

ing techniques, parallel computing, and hybrid optimization

methods may provide new solutions to computational bot-

tlenecks. Additionally, expanding the applicability of max-

plus algebra to heterogeneous and multi-objective optimization

problems will further strengthen its role in industrial and

engineering applications.

Finally, while max-plus algebra has proven to be a powerful

mathematical framework for optimization, continued research

is required to bridge the gap between theory and practice. By

advancing computational techniques and addressing practical

limitations, max-plus optimization can become a standard tool

for solving complex synchronization and scheduling chal-

lenges across various domains.
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Abstract—In this paper two methods of compressed sensing are 

described. The first one is a compressed sensing method of ECG 

(electrocardiogram) signals with a DDSS (dynamic deterministic 

sub-sampling) sensing matrix, which promises one of the most 

accurate results. The second, a QRS-detection-frames-based 

approach, offers a compelling alternative, delivering comparable 

results without the need of transmitting the entire sensing matrix. 

Also, the author presents her previous work, outlining her goals 

and further direction of her research. 

Keywords—compressed sensing, EKG, signal processing. 

I. INTRODUCTION 

There are two types of signal compression: lossless and 

lossy. Lossless compression keeps the exact information of the 

original signal after decompression, while lossy compression 

discards some information but remains essential to be suitable 

for specific applications. Since there is some loss of 

information, mostly irrelevant, a lossy method shows higher 

levels of compression ratio. In lossy compression methods, 

various signals, or data can be recovered from a set of samples 

taken at Nyquist rate which is a minimal sampling rate that 

must be twice as high as the highest frequency present in the 

signal spectral domain [1]. This was considered as the main 

condition for digital signal processing, until the discovery of 

compressed sensing (CS).  

CS is a lossy compression method exploiting the signal 

sparsity in time, frequency, or other transformation domains.  

It  gained attention in multiple fields such as signal processing, 

statistics, computer science and so on [1]. CS allows acquisition 

and signal reconstruction far below the Nyquist sampling rate 

[2]. The signal reconstruction is then possible if following 

necessary conditions are met: the null space property, restricted 

isometry property, and coherence property [3]. These 

properties are directly related to the sensing matrix and basis 

matrix necessary for reconstruction. The functions of discrete 

orthogonal transformations, such as discrete wavelet transform 

(DWT), discrete cosine transform (DCT), or discrete Fourier 

transform (DFT), are frequently used as a basis for CS 

applications [4]. Choosing a suitable basis depends on the 

signal structure and the level of sparsity in the transformation 

domain. Also, the design of an optimal sensing matrix can 

improve the overall reconstruction.  

In this paper, the most promising method in the subject of 

compressed sensing of ECG (electrocardiogram) signals is 

described. This method shows a very high compression ratio 

(CR) with very low PRD (percentage root-mean-square 

difference). A new method, the QRS-detection-frame-based 

method is described, which is in the stage of preparation. In the 

last chapter, the results of authors9 work from the past year are 
summarized and the further goals are set for remaining time of 

PhD. study. 

II. ECG COMPRESSED SENSING WITH DDSS MATRIX 

One of the advantages of CS is signal acquisition far below 

the Nyquist sampling rate. The following method shows that it 

is possible to get better results in terms of compression and 

reconstruction accuracy if the Nyquist sampling rate is kept. 

In work [5] a dynamic deterministic sub-sampling sensing 

matrix (DDSS) is proposed. The principle of this matrix lies in 

the correlation between the frame of Ā samples, acquired with 

the fulfillment of Nyquist sampling rate, and the vector �. The 

vector � is a binary vector whose values depend on the 

threshold value derived from the centered mean value of 

samples �. The sample value higher than the threshold assigns 

the value of one for coefficient of vector �. Otherwise, value 

zero is assigned. Next, the under-sampling ratio (USR) is set, 

based on the desired CR. Based on vector � and �þý value, the 

sensing matrix is designed as: 

���þþ = [  
  �1 �2 ï �Ā�Ā2�þý+1 �Ā2�þý+2 ï �Ā2�þýî î ⋱ î��þý+1 ��þý+2 ï ��þý ]  

  
 (1) 

 

As a basis, a Mexican Hat wavelet kernel function is used, 

proposed in [6]. The experimental results, obtained on ECG 

records from the MIT-BIH Arrhythmia Database [7], showed 

that this method shows a better accuracy compared with the 

other CS methods with the same database.  

The better results were published in work [8] where the same 

principle is used, but instead of single measurement vector 

(SMV) reconstruction, the multiple measurement vector 

reconstruction (MMV) is used for CS of the PTB diagnostic 

database of multiple-lead ECG recordings [9].  

The CS based on MMV reconstruction acquires and 

reconstructs multiple signals simultaneously, instead of 

individual signal acquisition and  reconstruction [1]. This paper 

shows that MMV reconstruction can be beneficial for 

computational complexity, as well as for the accuracy of 

reconstruction. The results show a very low error rate. With  

CR = 10, the average PRD for PTB records was below 6 %. 

The disadvantage of this method is the necessity to transmit a 

DDSS sensing matrix to the receiver, where the reconstruction 

takes place. Since the matrix has a size of ÿ × Ā, it can lower 

the overall CR.  

In the next chapter, a proposed CS method for ECG signals 

is described promising similar results in terms of CR and 

accuracy of reconstruction without the necessity to send the 

whole sensing matrix. 
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III. QRS-DETECTION-FRAME-BASED CS METHOD 

In work [5] mentioned in the previous chapter shows the 

comparison with the method proposed in [10] which exploits 

the basis of DCT functions and deterministic binary block 

diagonal (DBBD) sensing matrix. This combination of basis 

and sensing matrix was used in the proposed CS method.  

To lower the computational complexity of the reconstruction 

process, a parametric dictionary learning algorithm based on 

the DCT functions was used. The parametric dictionary is 

derived from the overcomplete dictionary for a specific 

application [4]. Atoms of the dictionary are adapted to the 

training dataset, retaining functions that best correlate with the 

training signals. For the dictionary learning process, the MMV-

OMP (MMV-Orthogonal Matching Pursuit) reconstruction 

algorithm was used to train the dictionary for ECG signals.  

The DBBD matrix ����� was used as a sensing matrix in 

the proposed method. The design of this depends on the 

desirable CR which is �ý = Ā/ÿ, where Ā and ÿ are lengths 

of an original signal vector and vector with a reduced number 

of measurements. The sensing matrix is then constructed as:  

����� =
[  
   
  1ï1ÿ  Ā ÿ⁄ 0 0 0ï00ï0 1ï1ÿ  Ā ÿ⁄ 0 0ï0î î ⋱ î0ï0 0 0 1ï1ÿ  Ā ÿ⁄ ]  

   
  
 (2) 

The improvement of this method lies in the frames with 

samples of ECG signals based on QRS detections. The QRS 

detector, proposed in [11], was used to detect R-peaks of ECG 

waveform. The timestamps of those R-peaks are used for 

deriving frames with one heart cycle so that one  

R-peak is aligned with other frames. Similarly, as in the method 

based on the DDSS matrix, keeping the Nyquist sampling rate 

is necessary to correctly detect R-peaks with QRS detection.  

Fig. 1

 
Fig. 1 The comparison of original ECG signal and reconstructed ECG signal for 

proposed method, database ECGDMMLD, set 2001, signal no. 1, lead II. 

Fig. 1 shows the result of the CS procedure with the proposed 

methods. This experiment was performed on record from the 

database of clinical trial ECGDMMLD [12]. This record was 

sampled at a rate of 1 kHz. For the signal in Fig. 1, the PRD of 

reconstruction with CR = 10 was 4.5 % while the acceptable 

value of PRD for ECG compression is considered 9 % [8].  

IV. PAST, PRESENT AND FUTURE 

The author of this paper collaborated on two papers, both 

published and presented at IMEKO 2024 World Congress in 

TC4. The first paper [13]: 8Online impedance estimation of 

induction motor9 presented a method for the estimation of 

motor temperature based on the frequency response acquired 

by compressed sensing. In the second paper [11]: 8A 12-lead 

correlation analysis9 where the additional correction algorithm 
for the Pan-Tomkins QRS detector and correlation analysis of 

ECG signals for time, DWT and DCT domains was presented.  

Currently, the author is working on experiments for the 

presented proposed method in chapter III and plans to publish 

it in the special issue of the Measurement journal (Elsevier). 

This method was proposed during the internship in the 

Department of Engineering at Universitá Degli Studi del 

Sannio in Benevento, Italy. In addition, the student focuses on 

evaluating the QRS detection accuracy of the algorithm for the 

Pan Tomkins detector across multiple databases. 

In the future, the author wants to further work on compressed 

sensing of biomedical signals. The main research is focused on 

the processing of multi-lead ECG signals using MMV 

reconstruction algorithms. 
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Abstract—This article presents the Triple Active Bridge (TAB)
converter and its applications in renewable energy systems, elec-
tric mobility and microgrids. The circuit topology and operating
principle of the TAB converter are presented. The main con-
tribution is a decoupling approach that linearises the converter,
enabling the design of independent linear controllers for each
port. This approach simplifies control, increases system stability
and improves dynamic performance, making TAB converters a
robust solution for modern power applications.

Index Terms—dc-dc converter, triple active bridge converter,
power distribution, power flow control

I. INTRODUCTION

The European Union introduced the European Green Deal

in December 2019 to deal with climate change and global

warming. A key objective of the deal is to achieve decarbon-

isation by reducing carbon emissions to net zero by 2050.

One of the main approaches to achieving this goal is the

use of green energy sources and environmentally and energy

efficient technologies [1]. To these goals, it is essential to

develop power converters that support renewable energy [2],

electromobility [3] and microgrids.

The literature [4] presents a power converter that offers all

the key features required for these applications. It offers bi-

directional power flow, galvanic isolation, high power density

and a modular design. However, its main disadvantage is the

complexity of control, which is the focus of this article.

II. TRIPLE ACTIVE BRIDGE

The Triple Active Bridge (TAB) converter is shown in

Fig. 1. The converter consists of two main parts. The first

one is an active bridge and the second one is a high frequency

transformer with turns ratio n. Together they create a single

module. The TAB converter consists of three of these modules

connected together on the secondary side of the transformers.

The modularity of the system is achieved by connecting planar

transformers in parallel. This method is described in more

detail in literature [4]. The literature [5] lists three types of

modulation that can be used in active bridge modules:

• Phase shift modulation (PSM)

• Trapezoidal Current Mode Modulation

• Triangular Current Mode Modulation

PSM uses the full power potential of the TAB converter.

Disadvantage of this modulation is the circuit current. This

increases conduction losses and reduces efficiency.
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Fig. 1. Topology of TAB Converter with three transformer

The power of an individual module is determined by its

voltage Vk and the current flowing into or out of it. The

current Ik is defined by the transformer leakage inductance

Lσk. Magnitude of the current is determined by the voltage

difference between the module and the AC bus. Current of

one module with phase shift modulation can therefore be

calculated using the following equation:

Ii =
k

∑

j=1
j ̸=i

VjKijφij (1− 2 |φij |) , (1)

where k is the number of ports, Leq is equivalent inductance,

fs is switching frequency and

Kij =
ninj

fs
LσiLσj

Leq

,

φij = φi − φj.

As can be seen in equation (1) the relationship is nonlinear,

which causes problems in converter control and control design.
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III. DECOUPLING METHOD

This section describes the decoupling strategy employed to

simplify the control of the TAB converter. Because the TAB

converter consists of three modules, the number of currents is

three. Based on equation (1), it is possible to write a matrix

for the TAB converter to calculate the currents of each port,

as follows




I1
I2
I3



 =


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0 G12 G13

G21 0 G23

G31 G32 0
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
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 (2)

where

Gij = Kijφij (1− 2 |φij |) .

In the literature [6], the Newton iterative method is used to cal-

culate the inverse model of the MAB converter. This approach

allows the determination of correct phase shifts over the entire

operating range. The main disadvantage of this method is

its dependence on numerical iteration, which requires several

iterations of the algorithm to achieve the desired accuracy,

for each current change request. To calculate the phase shifts

using the Newton iterative method, it is necessary to construct

the Jacobian matrix, which contains the partial derivatives of

the function fk. It can be created as follows
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where

∂fi

∂φj

=











VjKijφij (4 |φij | − 1) i ̸= j
k
∑

j=1
j ̸=i

VjKijφij (1− 4 |φij |) i = j . (4)

At the beginning of the iteration, it is necessary to select

appropriate initial values for the phase shifts φ1, φ2 and φ3.

The closer these initial values are to the desired result, the

fewer iterations are required. After defining the initial phase

shift values, the individual increments for the phase shifts

∆φ1, ∆φ2 and ∆φ3 are calculated. These increments are then

added to the original values, as shown in equation (5), and the

iteration process is repeated:

φ1(k + 1) = φ1(k) + ∆φ1

φ2(k + 1) = φ2(k) + ∆φ2

φ3(k + 1) = φ3(k) + ∆φ3

(5)

The entire iterative process continues until the desired accu-

racy ε is achieved for all phase shifts of the TAB converter,

as expressed by the following condition

∆φ1 < ε ' ∆φ2 < ε ' ∆φ3 < ε. (6)

Adding an inverse model computed via Newton’s iterative

method maps desired currents to actual currents, decoupling

the TAB converter. This simplifies the system to SISO form,

making the transfer matrix equal to the identity matrix.

IV. SIMULATION

The simulation tool PLECS was used to simulate and

verify the proposed decoupling. Tab I shows the error of the

decoupling method. It depends on the number of iterations.

As can be seen, the number of iterations required to achieve

precise decoupling is small. For lower precision, two iteration

cycles are required.

TABLE I
SIMULATION RESULT

Required

current (A)

Iteration Errors (%)

1 Iteration 2 Iterations 3 Iterations

−5.0 −8.454 −0.114 0.885 · 10
−3

−2.5 −8.831 −0.125 1.752 · 10
−3

+7.5 −8.578 −0.116 0.531 · 10
−3

V. CONCLUSION

The proposed decoupling method for the Triple Active

Bridge (TAB) converter successfully linearizes the system,

allowing the design of independent linear controllers for each

port. This decoupling approach simplifies control complexity,

enhances system stability, and improves dynamic performance.

Simulation results confirm that the desired decoupling preci-

sion can be achieved with a minimal number of iteration cy-

cles, making the method efficient and practical for real-world

applications. Overall, the TAB converter with the decoupling

control strategy proves to be a robust and adaptable solution

for modern power applications.
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Abstract—The research focuses on advancing protection 

systems in electrical networks by leveraging digital protection 

relays and virtual protection mechanisms using Phasor 

Measurement Units (PMUs). Traditional protection systems rely 

on predefined settings and hardware-based configurations, which 

can be slow to adapt to dynamic grid conditions. The increasing 

penetration of renewable energy sources and the growing 

complexity of modern power systems necessitate more adaptive 

and intelligent protection schemes. My research aims to address 

these challenges by developing novel methodologies that enhance 

system reliability, improve fault detection accuracy, and ensure 

faster response times in protective relays.  

 
Keywords—Power System Protection, Digitalization in Power 

Systems, Adaptive Protection, Wide Area Measurement Systems 

(WAMS).  

I. INTRODUCTION 

Prior to the past two years, my research was primarily 
focused on establishing a strong theoretical and practical 
foundation for improving power system protection using digital 
solutions. The first step was to critically analyze the limitations 
of conventional protection methods, which rely on fixed 
threshold settings and predefined logic. These traditional 
approaches, while effective in many scenarios, often struggle 
to adapt to evolving grid conditions, particularly with the 
increasing penetration of renewable energy sources and the 
complexities introduced by distributed generation [1]-[6]. The 
growing demand for real-time data and advanced analytics in 
power systems has highlighted the necessity of transitioning 
toward digital protection solutions. The integration of Wide 
Area Measurement Systems (WAMS) and Phasor 
Measurement Units (PMUs) has been a key focus, as these 
technologies provide enhanced situational awareness and 
enable adaptive protection strategies [7]-[8]. Furthermore, the 
shift towards digitalization is not only a response to technical 
challenges but also a critical requirement to meet the rising 
demand for reliable, data-driven decision-making in modern 
power networks. In this context, my research has explored the 
development of protection frameworks capable of leveraging 
real-time data streams, machine learning algorithms, and 
automated simulation techniques [9]-[12].  

These advancements align with the broader industry trend of 
digital transformation, ensuring that protection schemes remain 
robust, flexible, and capable of handling the dynamic nature of 
future power grids.  

II. RESEARCH EXPLANATION 

The research has focused on expanding the capabilities of 
power system protection through digitalization and the use of 
virtual protection mechanisms based on Phasor Measurement 
Units (PMUs). With increasing demands for digitalization and 
data acquisition, protection systems are evolving toward 
solutions that enable broader utilization of online 
measurements and advanced analytical methods.  

In the initial phase, we conducted research on existing 
protection systems to analyze their performance and identify 
opportunities for improvement. Building on this foundation, 
our current efforts are focused on transitioning towards fully 
digital protection solutions. This involves the integration of 
PMUs within Wide Area Measurement Systems (WAMS) to 
improve real-time data acquisition and enhance situational 
awareness. The collected data serves as the basis for developing 
future protection strategies that can leverage advanced 
analytics and automation. By focusing on real-time monitoring 
and digital frameworks, this research aims to lay the 
groundwork for more flexible and adaptive future protection 
schemes in modern power grids. 

A. WAMS & Data Acquisition  

In our research, data acquisition is structured around Phasor 
Measurement Units (PMUs) integrated within the Wide Area 
Measurement System (WAMS). PMUs continuously measure 
voltage and current phasors with high accuracy, synchronizing 
all data using GPS timestamps. These real-time measurements 
are then transmitted to a Real-Time Automation Controller 
(RTAC), which serves as a central processing unit within the 
system. The RTAC is responsible for collecting, time-aligning, 
and formatting the incoming data, ensuring consistency and 
reliability before further transmission. The communication 
between PMUs and RTAC is established using the IEEE 
C37.118 protocol, which is widely adopted for phasor data 
transmission. Once processed, the RTAC forwards the data to 
our central database using the IEC 61850 GOOSE (Generic 
Object-Oriented Substation Event) protocol. This protocol 
enables fast and efficient peer-to-peer communication, 
ensuring that real-time data is readily available for analysis and 
future application in protection schemes. The database 
structure allows continuous logging of phasor data while 
maintaining the capability for rapid retrieval, supporting 
ongoing research into digital protection solutions and the 
development of adaptive protection strategies. 
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Fig. 1.  Example of PMU unit algorithm 
NFREQ – nominal frequency, MRATE – measurement rate (reporting rate), 
v(t) – voltage input in volts, |V| - voltage output in volts, β(t) – voltage angle 

Output is complex number.  

B. Utilization of Data Acquired from PMU and WAMS 

The data obtained from PMUs will enable the development 
of new protection algorithms and the implementation of virtual 
protection. By utilizing synchronized real-time measurements, 
it will be possible to enhance the speed and accuracy of fault 
detection, leading to more adaptive and flexible protection 
schemes. Unlike traditional solutions based on fixed settings, 
virtual protection will be able to dynamically adjust to real-time 
grid conditions, increasing the reliability and resilience of the 
power system. One of the main research directions will be the 
development of adaptive protection algorithms that will 
automatically adjust based on system topology, load 
conditions, or the presence of distributed energy resources. 
Real-time PMU data will also enable the implementation of 
Wide Area Protection schemes capable of coordinating 
protective responses across multiple substations, helping to 
prevent cascading failures. Virtual protection, leveraging 
centralized data processing, will eliminate the need for physical 
relay modifications, reducing maintenance costs and increasing 
flexibility in protection strategies. Maybe if not then they could 
be used like a second layer of protection system in substation 
with possibility of better data utilization. In the future, 
integrating the collected data into advanced computational 
frameworks will allow for the use of predictive analytics, fault 
localization methods, and automated decision-making to 
further improve power system protection. This transition to 
digital and data-driven protection schemes can be a crucial step 
toward more reliable and resilient power grids. 

III. VIRTUAL PROTECTION CONCEPT 

Virtual protection, based on data acquired from Phasor 
Measurement Units (PMU), represents a modern approach to 
power system protection that differs from traditional methods 
by relying purely on software-driven analysis rather than 
physical relay devices. Unlike conventional protection systems, 
which consist of hardware-based relays, circuit breakers, and 
sensors, virtual protection operates within a digital 
environment where data is continuously collected from PMUs 
distributed across the transmission network. These PMUs 
provide highly synchronized real-time measurements of 
voltage, current, and phase angles using GPS timing, allowing 
for a comprehensive analysis of the power system's state at any 
given moment [13-14]. Current protection devices are typically 
housed in metal enclosures with digital displays, buttons, and 
LED indicators for status monitoring, with no possibility. They 
feature multiple input and output terminals for connecting to 
voltage and current transformers, allowing real-time 

measurement of electrical parameters. Actual protections are 
with no possibility to dynamic change of settings from control 
room. People have to change settings on device at spot. New 
concept should provide a change settings directly from control 
room.  At fig. 2 is shown the main idea of the research in very 
simple diagram to understand what is a core of the project.   

 
Fig. 2.  Example of PMU based protection 

 
In Stage 1, PMUs collect real-time electrical measurements 

and send data to a Remote Terminal Automation Controller 
(RTAC), which processes and transmits the information to a 
central server for analysis and decision-making. The RTAC 
acts as an intermediary, managing data flow and ensuring 
system coordination. In Stage 2, the system eliminates the 
RTAC, with PMUs sending data directly to the server. This 
streamlined approach reduces latency, enhances real-time 
monitoring, and simplifies infrastructure, making virtual 
protection more responsive and efficient. The transition reflects 
a move toward decentralized and cloud-based protection 
strategies, leveraging direct data transmission for faster fault 
detection and system reliability. 

IV. FUTURE WORK 

A. Completion of algorithms and testing/comparison of 

current systems with virtual ones 

The future direction of this research involves refining and 
completing the algorithms developed for virtual protection 
systems. This includes optimizing detection and response 
mechanisms for various fault scenarios, ensuring real-time 
operation, and improving interoperability with existing digital 
protection devices. Additionally, comprehensive testing and 
benchmarking will be conducted to compare traditional 
protection systems with the proposed virtual protection 
framework. The evaluation will focus on response times, 
reliability, adaptability to different grid conditions, and overall 
effectiveness in fault mitigation. Through extensive 
simulations and real-world case studies, the goal is to validate 
the advantages and limitations of virtual protection and identify 
areas for further improvement.  
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B. Development of algorithms for network analysis using 

modern ML and AI algorithms. 

This task focuses on developing advanced algorithms that 
utilize machine learning (ML) and artificial intelligence (AI) to 
enhance network analysis in electrical power systems. The 
objective is to create predictive models capable of detecting, 
classifying, and responding to faults or disturbances in real 
time. These algorithms will improve the accuracy of protection 
schemes by analyzing vast amounts of data from Phasor 
Measurement Units (PMUs) and other digital sources. By 
integrating AI-driven techniques, such as deep learning and 
anomaly detection, the system will dynamically adapt to 
changing network conditions and optimize protection 
strategies. Additionally, this will serve as a continuous learning 
function that refines its responses based on real operational 
data, including the algorithms developed for virtual protection 
and manually adjusted settings. By analyzing both historical 
and real-time data, the system will identify patterns, detect 
anomalies, and enhance decision-making processes over time. 
Ultimately, it will recommend the best possible protection 
settings and adjustments, ensuring optimal performance and 
increased network reliability. 

V. CONCLUSION 

This research has demonstrated the potential of digitalization 
and virtual protection in advancing power system protection. 
Traditional protection systems, while effective, are limited by 
predefined settings and hardware constraints, making them less 
adaptable to modern grid challenges. By integrating Phasor 
Measurement Units (PMUs) within Wide Area Measurement 
Systems (WAMS), this study has laid the foundation for real-
time monitoring and adaptive protection schemes that respond 
dynamically to changing grid conditions. The proposed virtual 
protection approach eliminates the need for physical relay 
modifications, enabling remote adjustments and reducing 
maintenance costs while enhancing operational flexibility. The 
transition from conventional relay-based systems to software-
driven virtual protection has been explored through a two-stage 
concept, where real-time data acquisition and direct server-
based decision-making play a crucial role. By leveraging 
machine learning (ML) and artificial intelligence (AI), the 
system continuously improves its response capabilities by 
learning from historical and real-time data. This ensures more 
accurate and optimized protection settings, and improved 
overall reliability of the power grid. Future work will focus on 
refining the developed algorithms, conducting extensive 
testing, and benchmarking virtual protection against existing 
systems to validate its efficiency and practicality. Additionally, 
the integration of AI-driven predictive models will further 
enhance the adaptability of protection schemes, leading to more 
resilient and intelligent power networks. The ongoing 
advancements in digital protection signify a crucial step toward 
the future of smart grid technologies, ensuring safer, more 
reliable, and efficient power system operation.  
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Abstract—This paper explores the types and design challenges
of electrodes used in biosensing applications, for purpouse of
continuous blood pressure monitoring. Current biosensors often
rely on wet electrolytes to improve body-electrode interface.These
electrolytes however can dry out over time, reducing their
effectiveness and limiting their usage in wearable type of devices.
The goal of this overview is to identify a viable long-term solution
for wearable devices that can estimate blood pressure (BP) using
pulse wave velocity (PWV).
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I. INTRODUCTION

The World Health Organization estimates that cardiovascu-

lar disease (CVD) account for roughly 17.9 million deaths

every year. In fact, CVDs are considered the leading cause of

death globally. Hypertension is most common and potential

lethal condition that can result in heart attack, stroke heart

failure and many other. Scientists and researchers around

the world are therefore working to find ways to combat

this issue by continuously monitoring vital body signs such

as body temperature, pulse rate, respiration rate, and blood

pressure (BP). All of these signs, except for BP, can be

continuously monitored without restricting the patients body.

Blood pressure, however, can only be precisely monitored

using a bulky restraining cuff [1].

Regular and accurate blood pressure monitoring is essential

for the early diagnosis of hypertension and risk assessment.

For more than 100 years standard way of BP monitoring was

in doctor office using auscultatory mercury sphygmomanome-

ter.The basic principle behind this method ist to restricting

blood flow in the arm using an inflatable rubber cuff. The cuff

is inflated above the expected systolic pressure and then slowly

deflated. The point at which blood flow resumes represents the

systolic pressure. As the pressure is further lowered, the point

at which blood flow is no longer detectable [2]. Although this

method is precise and reliable, it is not suitable for continuous

monitoring,because their are bulky devices not portable or

practical for daily or long-term uses

Recently a few methods have been proposed for cuff-less

systolic and diastolic BP [3], [4]. One of the most prominent

seems to be method based on measuring pulse transition

time (PTT). It is based on Moens-Korteweg’s formula (1)

which states that pulse wave velocity (PWV) is proportional

to the square root of the incremental elastic modulus Einc

of the vessel wall given constant ratio of wall thickness h to

vessel radius r and blood density ρ .Velocity of wave can be

substitute by constants divided by time needed for the arterial

pulse wave to reach periphery. This time can be calculated by

monitoring the R-wave of the electrocardiogram (ECG) and

systolic peak of the photoplethysmography (PPG).

II. DESIGN OF WEARABLE SENSOR FOR MEASURING

BIO-Z

To be able to measure bioimpedance, an electrode is needed.

A biopotential electrode is transducer that sens the ion distri-

bution on the surface of skin and converts it to the electron

current [5]. Thi is conversion is needed due to the fact that

current flow in a human body is caused by the ion flow.

A. Measuring Interface Impedance

At the contact of electrode and skin there is an interface

impedance. To be able to assets different types of electrode, a

model for describing electrode interface impedance is needed.

There exist numerous models to describe this interference,

such as Helmholtz model,Gouy-Chapman diffuse model, Stern

double-layer model, and many others.

For measuring electrode interface impedance its possible to

use bipolar measurement, where two electrodes are submerge

in phosphate buffered solution. One electrode is the electrode

which impedance is measured, so called working electrode.

The second electrode, called counter electrode, have much

larger area to ensure that its interface impedance is negligible

in comparison to working electrode. This however does not

allow stable electrode polarization and interface impedance

of counter electrode is also measured. Stable electrode polar-

ization is needed because it ensures that electrode-electrolyte

interface remains constants through the measurement. In

measurement it will behave as varying electrode interface

A

V
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electrode
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electrode

V

Fig. 1. Three-electrode electrochemical cell for electrode interfacial
impedance measurements.
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impedance through time. This issues can be overcome by three

electrode measurement [6]. This measurement system is shown

on Fig. 1.

In three electrode setup, the third electrode called reference

electrode is placed in-between working and counter electrode.

Reference electrode is non-polarized Ag/AgCl electrode that

measures the bias potential which is then used as feedback

for ensuring stable current flow thought the counter electrode.

It provides the most stable and reliable way of measuring

electrode interface impedance [7].

a) Wet electrode b) Flat dry electrode c) Dry MAE

Stratum coreum

Epidermis

Subcutaneous

layers

Fig. 2. Images of interface between skin and (a) wet electrode with
conductive gel, (b) flat dry electrode, and (c) MAE without conductive gel
[8] .

B. Types of Electrodes Used in Biosensing Application

Electrodes used for biosensing applications can generally be

categorized into two types: wet electrodes and dry electrodes.

Wet electrodes are typically made of silver/silver chloride

(Ag/AgCl). Their work on principle of converting the ion

current at the surface of the skin to electron current which

can be easily measured by ADC convertor. To reduce interface

impedance, a conductive gel based on polyethylene glycol

(PEG), polypropylene glycol (PPG), or hydrogel is used. The

gel must contain free chloride ions such that the ion charge

can be carried through the electrolyte solution.

These electrodes are commonly preferred due to their low

cost and low skin-interface impedance.However, their main

disadvantage is that their impedance can increase up to three

times their original value over time. This occurs because

the gel dries out, leading to a degradation in performance.

For this reason, wet electrodes are not suitable for long-term

measurements [9].

In recent years, scientists have been developing alternatives

to wet electrodes. Dry electrodes have emerged as a viable

option for long-term bio-signal sensing. As the name suggests,

dry electrodes do not require any conductive gel or saline

solution to serve as an interface material. Instead, they utilize

different materials and technologies to enhance their proper-

ties. Their primary advantage is their good biocompatibility,

allowing them to be worn for extended periods. Additionally,

the inherent air gap between the electrode and the skin pro-

vides better breathability. However, this air gap also presents

a drawback: it increases interface impedance, which lowers

signal amplitude and introduces more noise into the recorded

signal.

C. Reduction of Electrode Interface Impedance of Dry Elec-
trodes

Main goal when designing skin contact electrode is to

lower interface impedance between an electrode and tissue.

Impedance of human body in contrast to the electrode interface

impedance is several magnitude lower. This high impedance

can introduce unwanted error int the measurement. By low-

ering interface impedance it is possible to increase injected

current for a set voltage and thus increasing SNR value or for

set current lowering power supply voltage witch lowers power

consumption.

There are many methods for lowering interface impedance.

The most popular ones involves use of electrochemical de-

position of platinum. Typically a chloroplatinic acid solution

H2PtCl6 together with lead acetate trihydrate PB(C2H3O2)2
or lead nitrate Pb(No3)2 is used and electrochemical deposi-

tion is performed under ultrasonic agitation which is used for

removing weakly adhered Pt from the electrode surface. For

platinum deposition, 3-electrode cell is usually used, similar

as shown on Fig. 1 [7], [9].

Another way is the use of poly(3,4-ethylenedioxythiophene)

polystyrene sulfonate (PEDOT:PSS) as an conductive polymer,

to directly electropolymerize on electrode surface. Due to its

roough surface and high conductivity, the interface impedance

ca be as much as 2 orders of magnitude higher than Pt

electrodes [10].

Third method that can be used involves carbon nanotube

(CNT). Single-walled and multi-walled carbon nanotube sus-

pensions with an appropriate surfactant can be electrophoret-

ically deposited on electrodes using a two-electrode cell.

Combination of CNT and PEDOT:PSS can outperform both

methods achieving roughly 1.29 times smaller impedance

than electrodes with PEDOT::PSS films [11]. This kinds of

electrodes have also greater surface area and better mechanical

stability. It is also important to note, that higher pressure

applied on the electrode and tissue can improve electrode

interface impedance.

D. Microneedle Array Electrode

In Fig 2.c shows invasive type of dry electrode, called

microneedle array electrode (MAE). MAE can effectively

minimize the influence of stratum corneum, due to the fact,

that needles are in direct contact with epidermis layer. This

type of dry electrode seems as promising candidate for re-

placing traditional wet electrodes in ECG, EMG, and EEG

monitoring, thanks to their exceptional properties including

low impedance, high selectivity, and minimal skin trauma

[12]. Microneedle arrays typically have a height and width

of several hundred micrometers and are shaped like cones

or pyramids, allowing them to penetrate and attach to the

skin layers. The design of microneedle electrodes is inspired

by small natural structures, such as thorns, which can easily

penetrate the human skin’s surface with minimal pain and

without causing damage.

To ensure optimal conductivity, these electrodes are made

from various materials, with silicon being one of the most

commonly used. A photolithography process is typically em-

ployed to achieve the desired structure. However, rigid silicon

has difficulty conforming tightly to the skin, a drawback that

can be mitigated by integrating flexible substrates with silicon

microneedles [13].

Another material used for microneedle electrodes is metal

alloys. For example, in [14], researchers developed micronee-

dle array electrodes (MAE) using a low-melting alloy com-

posed of bismuth, indium, tin, and zinc, integrated with a
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polydimethylsiloxane (PDMS) substrate. In addition to silicon

and metal alloys, various polymers, such as PEDOT:PSS and

lactic-co-glycolic acid (PLGA), have also been explored.

Silicon microneedle electrodes offer high signal acquisi-

tion quality and fidelity in initial bioelectrical measurements.

However, they have significant drawbacks, including complex,

expensive, and environmentally sensitive fabrication processes,

as well as fragility during use. These limitations restrict their

suitability for long-term human bioelectrical signal monitor-

ing.

In contrast, metal-based microneedle electrodes provide ex-

cellent mechanical strength and can be shaped easily, with high

conductivity ensuring accurate physiological signal recording.

However, their poor biocompatibility makes them unsuitable

for long-term monitoring. On the other hand, polymer-based

electrodes offer excellent biocompatibility without posing

health risks, but they require an additional conductive layer to

enhance conductivity [15]. This necessitates extra fabrication

steps, such as sputtering, electroless plating, or electrolysis.

One approach involves creating a polymer mold on a glass

wafer using photolithography [16]. A wafer is coated with

photoresist, onto which a desired pattern is developed. Due

to the separation between the mask and the photoresist, a

diffraction pattern is formed. By adjusting the wavelength,

the distance between the photoresist and the mask, and the

shape of features on the mask, the microneedle shape can be

modified. Once the master mold is created, a negative mold can

be produced from resin. This casting is then used to fabricate

MAE from biocompatible conductive resin. In the final step,

a thin layer of silver coating is sputtered to enhance signal

quality Fig. 3.

Another technique is the magnetization-induced self-

assembly method. In this process, epoxy resin is mixed with

iron powder and deposited onto a substrate. A magnetic

field is then applied to form the microneedle electrode array.

Once the resin is cured, a thin titanium coating is deposited,

similar to the previous method [17]. Additional manufacturing

techniques include 3D stereolithography (SLA) printing, inkjet

printing, and micromachining [18].

E. Body Electrode Interface

For electrodes that are in direct contact with the bodily fluids

like for example sweat, the current transfer mechanisms are

a) b)

d)c)

e) f)

g) h)

Fig. 3. Proces of manufacturing microneedle array (a) photoresist deposition,
(b) UV exposure, (c) developing,(d) resin molding,(e) microneedle molding,
(f) backing material, (g) conductive polymer electrode, (h) silver deposition.

similar to those in wet electrodes. This similarity exist because

bodily fluids act similar to electrolytes rich in positively charge

cations and negatively charge anions. The conversion of ionic

current to electronic current and vice versa across the interface

happens via two types of current transfer mechanisms: faradic

and non-faradic [19].

In faradic process current transfer charges ions cross

electrode-electrolyte interface by oxidation and Reduction.

Oxidatioin occurs when atom form the electrode looses elec-

tron and then travel to electrolyte as cation or when anions

from electrolyte transform to a neutral atom. Reversal of

this process is called reduction. On the other hand in non-

faradic, current transfer never cross this interface but charges

accumulate across sides of electrode-electrolyte interface. For

faradic process undergoing electrode-electrolyte interface be-

haves like a resistor known as charge-transefer resistor (RCT )

and in non-faradic like a capacitor sometimes called double-

layer capacitor (CDL) [20]. Fig. 4 models equivalent circuit

models of an electrode–electrolyte interface. These two curent

transfer mechanism are shown as parallel combination of RCT

and CDL. REL represents electrolyte resistance and VHC

symbolize variable called half-cell potential.

Fig. 4. Equivalent circuit models of an electrode–electrolyte interface
supporting both faradaic and non-faradaic processes of current transfer with
half-cell potential VHC, and electrolyte resistance REL.

When an electrode is placed in an electrolyte, charge

transfer occurs at the interface through oxidation and reduction

reactions. If an imbalance between oxidation and reduction

occurs, it leads to unequal charge transfer across the interface.

This disturbs the local charge neutrality, causing the electrode

to develop a potential difference relative to the electrolyte.

This potential difference increases until equilibrium is reached,

where the rates of oxidation and reduction balance each other.

The resulting equilibrium potential is known as the half-cell

potential. Different electrode materials have characteristic half-

cell potentials, which depend on their intrinsic electrochemical

properties [9]. Some common electrode materials, their reduc-

tion reactions and half-cell potentials are listed in Table 1.

TABLE I
HALF-CELL POTENTIAL (VHC ) OF ELECTRODES

Electrode Reduction reachtion VHC [V ]

Aluminum Al → Al3+ + 3e− -1.71

Iron Fe → Fe2+ + 2e− -0.41

Nickel Ni → Ni2+ + 2e− -0.23

Lead Pb → Pb2+ + 2e− -0.13

Silver chloride Ag + Cl− → AgCl+ e− +0.23

Copper Cu → Cu2+ + 2e− +0.34

Silver Ag → Ag+e− +0.8

Gold Au → Au+ + e− +1.68
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III. SUMMARY AND FUTURE WORKS

This work presents a comprehensive assessment of different

types of electrodes used for biosignal measurement. The

development of human-worn electrodes requires a deep under-

standing of their underlying mechanisms, working principles,

and interactions with the skin. Several types of electrodes

are discussed in this study, along with the materials and

techniques used in their fabrication. The choice of electrode

type significantly impacts the quality, reliability, and long-term

stability of biosignal acquisition.

Currently, the majority of electrodes used in medical ap-

plications are based on wet electrolytes, which significantly

reduce skin-electrode impedance. A better skin-electrode

interface allows for lower current usage when measuring

impedance to achieve the same voltage, thereby reducing

power consumption. Power efficiency is a crucial criterion

in body-worn electronics. However, wet electrodes are not

suitable for long-term applications because the electrolyte used

as an interface medium can dry out over time, leading to un-

favorable changes in electrode characteristics. This limitation

has driven the development of dry electrodes, which aim to

provide stable, long-term signal acquisition without relying on

electrolytes.

Currently, two types of electrolyte-free electrodes exist. The

first type consists of flat dry electrodes, which use specialized

materials to achieve acceptable interface impedance values.

Various materials, including conductive polymers, metals, and

carbon-based composites, have been explored to improve the

interface properties of these electrodes. Nonetheless, achieving

low skin-electrode impedance with flat dry electrodes remains

a challenge, as their interaction with the skin surface is more

limited than that of wet electrodes.

The second type of dry electrode—microneedle array elec-

trodes (MAEs)—represents a more innovative approach to

biosignal acquisition. These electrodes consist of small needle-

like structures that penetrate the outermost layer of the skin

and establish direct contact with deeper skin layers. This pene-

tration significantly reduces interface impedance by bypassing

the high-resistance outer skin barrier. As a result, microneedle

electrodes can achieve impedance levels comparable to those

of wet electrodes while eliminating the need for liquid elec-

trolytes.

Although microneedle array electrodes show promising

performance, they also present certain disadvantages. These

include complex manufacturing processes, challenges related

to mass production, and user discomfort due to trypanopho-

bia (fear of needles). Despite these drawbacks, microneedle

array electrodes remain one of the most effective options for

continuous biosignal monitoring.

In conclusion, while wet electrodes remain the standard

in many biomedical applications, dry electrodes are gaining

increasing attention as a promising alternative for long-term,

wearable biosignal monitoring.

Future research should focus on the following directions:

(i) the use of advanced materials for electrodes, such as

graphene, (ii) the integration of dry electrodes directly into

textiles and wearable fabrics, (iii) the development of hybrid

technologies, for example, combining dry electrodes with

hydrogel interfaces, (iv) improving the fabrication process of

microneedle array electrodes (MAEs) to reduce production

costs and increase yield, and (v) enhancing the durability

and mechanical robustness of dry electrodes to extend their

operational lifespan during continuous use.
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Abstract—This paper provides an overview of research 

focused on the development of assistive technologies for visually 

impaired individuals, with a particular emphasis on spatial 

orientation and obstacle detection. The study explores various 

approaches to wearable haptic feedback systems, LiDAR-based 

perception models, and energy-efficient sensor integration. It 

critically examines existing solutions, highlighting their 

limitations in terms of affordability, size, and accuracy, which 

serve as the motivation for the development of a novel, custom-

designed LiDAR system. This system aims to balance cost-

effectiveness, energy efficiency, and compactness while ensuring 

reliable performance in real-world applications. The paper also 

presents an in-depth analysis of different feedback modalities, 

including vibrotactile stimulation, linear actuators, and 

electroactive polymers, as potential interfaces for user 

interaction.  

 

Keywords— assistive technology, LiDAR, spatial awareness, 

haptic feedback, wearable navigation, visually impaired 

accessibility 

I. INTRODUCTION 

Visual impairment affects over 285 million people globally, 

creating significant challenges in their daily lives [1],[2]. 

While traditional aids like white canes and guide dogs have 

long supported this community, there's a growing demand for 

innovative solutions that can enhance their ability to navigate 

and interact with the world independently. Current 

technological advances show promise in addressing these 

needs [3]-[5], yet many cutting-edge devices remain out of 

reach for most users due to their high cost. Despite the 

availability of various assistive tools, including mobile apps 

and specialized equipment, many individuals still face barriers 

in accurately detecting obstacles, understanding their 

surroundings, and adapting these tools to their specific needs. 

This underscores the need for a comprehensive review of 

existing navigation devices, a thorough analysis of the 

underlying technologies, and the development of 

enhancements or entirely novel approaches to improve 

accessibility and functionality.            

 Therefore, this paper presents an overview of various 

approaches to the issue at hand. Next, an analysis of current 

navigation assistive technologies for visually impaired people, 

focusing on methods of vision compensation and data 

acquisition techniques was conducted. Furthermore, an in-

depth analysis of LiDAR technology was performed as a 

means of collecting input data, and various feedback delivery 

methods were explored. This study contributes to the further 

development of more accessible, cost-effective, and inclusive 

assistive technologies that enhance independence and mobility 

for visually impaired individuals. 

II. LITERATURE REVIEW AND ANALYSIS 

A. Related works 

Recent innovations combine advanced AI capabilities, 

body-worn detection systems, and instant data analysis to 

create tools that help people with visual impairments navigate 

their surroundings more effectively. These technological 

solutions aim to improve daily accessibility by providing real-

time assistance and environmental information.     

 Modern technological advances have produced diverse 

solutions for visual impairment assistance. Smart clothing 

with integrated sensor systems [6] represents one innovative 

direction, while connected devices like the IoT-Smart Stick 

[7] offer enhanced navigation capabilities. More sophisticated 

systems include RASPV, which creates simulated visual 

environments [8], and specialized SLAM (Simultaneous 

Localization and Mapping) techniques for spatial orientation 

[9]. 

Text recognition technology has made significant progress 

through various approaches. These include attention-based 

neural networks [10] and enhanced VGG (Visual Geometry 

Group) algorithms designed specifically for visual prosthetics 

[11].  

Safety innovations include real-time hazard detection using 

wavelet networks [18], while retail accessibility has improved 

through advanced product recognition systems utilizing the 

Aquila Optimization Algorithm with deep learning 

capabilities [12]. 

Text recognition capabilities have expanded through 

various technological approaches. Arbitrarily-Oriented 

Networks can process text from multiple angles [13], while 

SGBANet employs balanced attention mechanisms with 

semantic GANs (Generative Adversarial Networks) [14].  

Language-specific solutions, particularly for Farsi script, 

combine traditional classifiers with neural networks [15]. 

Recent developments include temporal convolutional 

encoders [16] and established RNN-based (Recurrent Neural 

Network) approaches for scenic text categorization [17].  
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 These technological developments collectively demonstrate 

the potential for significantly improving visually impaired 

individuals' daily experiences through personalized assistive 

solutions. The subsequent section presents products 

specifically used for navigation, which are currently available 

on the market or under development.  

   

B. Current navigation assistive devices for visually impaired 

people 

Analyzing current assistive devices reveals two primary 

approaches to gathering environmental information: distance 

sensors and AI-enabled cameras that analyze objects and their 

proximity to the user. These devices typically employ one or 

both of two feedback methods: tactile and auditory. Tactile 

feedback is delivered either through pressure cylinders that 

apply force proportional to obstacle distance, or through 

vibrations/electrode stimulation with intensity corresponding 

to proximity. While audio feedback specifications vary, they 

generally correlate sound patterns with obstacle distance and 

position. 

The Lumen [18], as illustrated in Fig. 1(a), combines a 

specialized AI camera with dual feedback systems - audio 

(including verbal descriptions and obstacle alerts) and tactile 

patterns - to create a comprehensive navigation aid. It is 

currently under development. 

ForeSight's haptic vest [19], shown in Fig. 1(b), features a 

front-mounted camera connected to a smartphone. The system 

processes camera data and transmits it via Bluetooth to 

electro-mechanical components on the vest's back, creating 

targeted pressure points for directional feedback. This 

prototype is not yet commercially available. 

The BuzzClip [20], depicted in Fig. 1(c), utilizes ultrasonic 

sensing technology to detect nearby obstacles and converts 

this data into vibrational feedback for the user. It costs around 

200€. 
Vision Pro [21], displayed in Fig. 1(d), consists of a head-

mounted digital camera that translates environmental 

information into electrostimulation delivered through tongue-

mounted electrodes. However, due to business restructuring 

and intellectual property transfer, this system is currently 

unavailable commercially. 

The Sixth Sense device [22], shown in Fig. 1(e), combines 

a proprietary navigation app with Bluetooth-connected 

sensors, delivering environmental information through both 

headphone-based audio and head-mounted tactile feedback. 

The SuperBrain [23], illustrated in Fig. 1(f), uses a head-

mounted camera system that processes environmental data 

and conveys spatial information through a forehead-mounted 

pressure actuator. It costs around 9000€. 
The Niira system [24], presented in Fig. 1(g), employs a 

head-mounted camera to capture environmental data, 

converting it into spatial audio signals for user navigation. 

Currently, this device is only available in the Spanish market. 

 

 

Fig. 1 Navigation assist devices for visually impaired people, (a) - Lumen 

device, (b) – ForeSight haptic vest, (c) – BuzzClip device, (d) – Vision Pro 

system, (e) - Sixth sense device, (f) – SuperBrain system, (g) – Niira device 

 

When evaluating acquisition methods for obstacle detection in 

assistive devices, laser ranging technology demonstrates 

superior temporal performance compared to ultrasonic sensing 

systems. However, the integration of current laser 

measurement devices into wearable applications presents 

challenges regarding mass and dimensional constraints. 

Camera-based solutions offer advantages in terms of 

miniaturization and weight optimization, making them 

particularly suitable for wearable applications. Nevertheless, 

questions persist regarding the real-time processing 

capabilities and reliability of AI-based image/video analysis 

systems. That9s the reason why we prefer LiDAR solution. 
 In the context of feedback mechanisms, tactile interfaces 

demonstrate advantages over auditory systems by eliminating 

the cognitive load associated with sound pattern interpretation 

and spatial correlation. That is the reason why this approach 

will be further analyzed. It potentially enables more rapid 

obstacle response times. However, the implementation of 

mechanical pressure cylinders presents significant engineering 

challenges due to their structural complexity. While 

electrostimulation electrodes offer improved response times 

and mechanical simplicity, their current tongue-based 

placement may not optimize the available sensory surface 

area. Alternative approaches, such as back-mounted electrode 

arrays, could potentially increase both the quantity of 

electrodes and feedback precision. This solution, however, 

faces limitations regarding sustained usage duration, as 

prolonged intense electrostimulation may have adverse 

physiological effects on muscle tissue. 
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Table I Limitations of current assistive devices for visually impaired people. 

Company 

&Product 

Vision 

compensation 

Input data 

from 
Limitations 

.Lumen 
Touch, 

 hearing 

Embedded 

camera 

Real-time processing 

capabilities, reliability of AI-

based image/video analysis 

Anirban 

Ghosh, 

ForeSight 

Touch 
Smartphone 

camera 

Real-time processing 

capabilities, reliability of AI-

based image/video analysis 

iMerciv, 

BuzzClip 
Touch 

Ultrasonic 

sensor 

Limited range and accuracy, 

feedback does not interpret 

space fast and accurately 

enough. 

BrainPort, 

Vision Pro 
Touch 

Embedded 

camera 

Real-time processing 

capabilities, reliability of AI-

based image/video analysis 

HopeTech, 

Sixth sense 

Touch,  

hearing 
Sensors 

Feedback does not interpret 

space fast and accurately 

enough. 

7sense, 

SuperBrain 
Touch 

Embedded 

camera 

Real-time processing 

capabilities, reliability of AI-

based image/video analysis 

Sensotec 

and 

Eyesynth, 

Niira 

Hearing 
Laser 

sensor 

Feedback does not interpret 

space fast and accurately 

enough. 

 

In subsequent sections, we present an in-depth analysis of 

LiDAR technology as a means of collecting input data, and 

various tactile feedback delivery methods. 

C. Wearable LiDAR 

Light Detection and Ranging (LiDAR) technology integration 

into wearable devices requires optimized systems that 

prioritize lightweight design and power efficiency while 

maintaining operational effectiveness. These portable LiDAR 

implementations enable real-time spatial perception 

applications, particularly beneficial for enhancing navigation 

assistance and environmental awareness for visually impaired 

individuals.                   

 The operational principle of LiDAR systems centers on 

time-of-flight (ToF) measurements of reflected laser pulses, 

enabling precise distance determination. LiDAR systems are 

classified into two primary categories based on their scanning 

methodology: non-scanning and scanning systems. Flash 

LiDAR, a non-scanning variant, employs simultaneous full-

field illumination with photodetector arrays for ToF detection. 

While this approach offers mechanical simplicity and 

vibration resistance, it faces limitations in signal-to-noise ratio 

and operational range [25].            

 Canninga LiDAR systems utilize either mechanical or non-

mechanical beam steering mechanisms. Mechanical systems 

employ rotating mirrors or motorized components for beam 

direction, achieving comprehensive coverage despite size and 

energy constraints. Non-mechanical alternatives, such as 

optical phased arrays (OPAs), provide beam steering without 

moving components, enhancing durability and enabling 

compact design [25] [26].      

 Microelectromechanical Systems (MEMS) mirrors 

represent a significant advancement in scanning LiDAR 

technology. These hybrid devices combine solid-state and 

mechanical principles, delivering precise beam control while 

maintaining compact dimensions and energy efficiency. 

MEMS mirror technology presents advantages for wearable 

LiDAR applications where size, weight, and power 

consumption are critical design parameters. Fig. 2, source: [25] 

 

Fig. 2 Working principle of MEMS-based LiDAR 

 Assessing the performance and applicability of a LiDAR 

system for specific use cases requires the quantification of 

several critical parameters.             

 As we can see in Fig. 3, the minimum divergence angle of 

the laser beam, denoted as θmin, affects the spatial resolution of 

the LiDAR system. It is defined as: 

 

 �ÿ�Ā = �2�0��0  

 (1)  

where λ0 represents the laser wavelength, w0 is the half beam 

waist (typically limited by the size of the MEMS mirror), and 

M2 indicates the beam quality. A lower divergence angle 

results in better resolution, which is particularly critical for 

LiDAR applications requiring precision in detailed mapping. 

 

 

Fig. 3 Half divergence angle and half beam waist of the laser 

 

The resonant frequency f0 of a MEMS mirror depends on the 

stiffness k and mass m of the mirror. It is defined as: 

 �0 = 12�√�ÿ (2)

  

The quality factor Q is defined as the ratio of the resonant 

frequency f0 to the bandwidth Δf. It is expressed as: 

 � = �0�� (3)

   

A higher Q-factor allows for a larger scanning angle at the 

resonant frequency but may reduce the tolerance to changes in 

environmental conditions. 

 

D. Haptic feedback delivery methods 

Haptic feedback systems are technological solutions designed 

to provide users with tactile sensations through controlled 
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mechanical stimulation. These systems utilize actuators such 

as vibration motors, piezoelectric elements, or electrostatic 

forces to simulate touch-based interactions. The development 

of haptic feedback systems for visually impaired individuals 

aims to convey spatial information about their surroundings 

through tactile stimuli. One promising approach involves the 

use of a two-dimensional array of actuators positioned on the 

back, which can deliver localized sensations corresponding to 

the proximity of objects in the environment. This section 

examines three actuator technologies suitable for such 

applications: linear actuators, vibrotactile motors, and 

electroactive polymers (EAPs).   Linear actuators operate 

by mechanically displacing elements to exert pressure on 

specific areas of the skin. Their primary advantage lies in their 

ability to produce substantial tactile forces, potentially leading 

to precise spatial perception. However, the mechanical 

complexity and high energy consumption associated with 

linear actuators pose significant challenges for their 

integration into wearable haptic devices. The bulkiness and 

power requirements may impede user mobility and device 

autonomy, limiting their practicality in daily use. 

Vibrotactile motors generate tactile feedback through 

localized vibrations on the skin's surface. These motors are 

favored for their energy efficiency and straightforward 

implementation. Nonetheless, the efficacy of vibrotactile 

feedback in conveying detailed spatial information remains a 

subject of investigation. The human skin's ability to discern 

between multiple simultaneous vibrations is limited, which 

may affect the user's capacity to accurately interpret complex 

spatial cues solely through vibratory stimuli. 

EAPs are materials that undergo shape or size changes in 

response to electrical stimulation, enabling them to function as 

actuators in haptic feedback systems. Their advantages 

include low energy consumption and the potential for creating 

soft, flexible interfaces that conform to the body's contours. 

Recent advancements have demonstrated the feasibility of 

EAP-based soft tactile interfaces for wearable devices, 

highlighting their potential in delivering nuanced haptic 

feedback. However, challenges persist regarding the 

durability, long-term stability, and cost-effectiveness of EAPs, 

as the technology is still maturing and may involve higher 

production expenses compared to more established actuator 

technologies [27]. 

III. PROBLEM IDENTIFICATION AND FUTURE DIRECTIONS 

Given the lack of an affordable, sufficiently lightweight, and 

compact LiDAR suitable for wearable devices, our goal is to 

develop a custom LiDAR system with low manufacturing 

costs, minimal energy consumption, and a form factor 

optimized for integration into a wearable solution. 

We tested commercially available laser distance meters of 

various sizes and weights that fall within an economically 

feasible price range (under 40 EUR). Our initial approach 

involved employing a MEMS mirror to oscillate the laser 

beam across both horizontal and vertical axes, thereby 

constructing a three-dimensional representation of the 

environment in front of the visually impaired user. However, 

during our experimental validation, we observed significant 

inaccuracies introduced by the mirrors. Furthermore, MEMS 

technology falls within the domain of nanotechnology and 

requires specialized fabrication processes and tools that are 

not readily accessible. These manufacturing constraints, 

combined with the high production costs, render MEMS-

based solutions unsuitable for the low-cost alternative we aim 

to develop. Furthermore, MEMS technology falls within the 

domain of nanotechnology and requires specialized 

fabrication processes and tools that are not readily accessible. 

These manufacturing constraints, combined with the high 

production costs, render MEMS-based solutions unsuitable for 

the low-cost alternative we aim to develop. 

To overcome this issue, we adopted an alternative approach 

involving the oscillation of the entire sensor rather than 

relying on MEMS-based beam steering. The proposed 

mechanism consists of a rotating magnetic material positioned 

above two coils, each mounted on opposite sides of the 

oscillating arm. These coils alternately generate a magnetic 

field, exerting an attractive force on the magnetic material and 

inducing oscillatory motion. To enhance and sustain this 

motion, torsional springs are attached at both ends of the 

magnetic component along its axis of symmetry. By precisely 

tuning the spring parameters, we can determine, simulate, and 

optimize the system9s natural oscillation frequency. 
Continuous actuation of the arm by alternating the magnetic 

field between the two coils results in sustained oscillations. 

Further simulations were conducted to analyze the 

magnetic force exerted on a metallic plate by a solenoid-type 

coil (core dimensions: 5 mm thickness, 10 mm length, core 

material: permalloy) under varying parameters, including the 

number of windings, direct current passing through the coil, 

and the coil9s distance from the metallic plate.  

IV. CONCLUSION 

This paper provides an extensive review of the technological 

landscape surrounding assistive devices for visually impaired 

individuals, covering aspects such as sensor selection, LiDAR 

technology, and haptic feedback systems. By addressing the 

limitations of existing solutions, this research contributes to 

the development of a novel approach that leverages whole-

sensor oscillation as an alternative to traditional MEMS-based 

beam steering. The study highlights the significance of 

integrating energy-efficient actuation mechanisms with robust 

feedback interfaces to improve spatial awareness for visually 

impaired users. Future research will focus on prototype 

development, real-world testing, and refinement of sensor-

actuator interactions to ensure practical usability and 

reliability in assistive navigation applications. 
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I. INTRODUCTION

Quantum computing leverages quantum-mechanical princi-

ples to solve problems more efficiently than classical methods.

Quantum annealing, pioneered by D-Wave Systems, focuses

on solving optimization problems by minimizing a system’s

energy. This paper explores the QUBO formulation of shortest

path and graph partitioning problems, evaluating D-Wave’s

hybrid solver against classical methods like A* and METIS.

Additionally, we discuss its potential in autonomous mobility,

particularly for real-time motion planning and lane-changing

in congested traffic.

II. CURRENT STATE OF QUANTUM COMPUTING WITH

FOCUS ON QUANTUM ANNEALING

With the rapid development of modern quantum computing

machines, the need for reformulating classical algorithms for

quantum hardware has grown. Here, we introduce the two

main quantum computing paradigms:

• Universal Quantum Computing

– Based on quantum gates and circuits operating

on qubits, leveraging quantum mechanics principles

such as superposition and entanglement.

– Suitable for solving computationally complex prob-

lems; algorithms must be specifically designed for

quantum hardware, often differing significantly from

classical counterparts.

– Developed by companies like Google [1], IBM [2],

and Rigetti [3].

• Quantum Annealing

– Utilizes the Adiabatic Theorem and quantum anneal-

ing to slowly evolve the system toward the ground

state (minimum energy configuration), leveraging

superposition and tunneling to escape local minima

and find the global optimum (Fig. 1).

– Designed for solving optimization, search, and sam-

pling problems.

– The pioneering company providing commercial

quantum annealers is D-Wave Systems [4].

Quantum computers have the potential to significantly re-

duce computational time and resource requirements for certain

problems. As demonstrated in [5], Shor’s factoring algorithm

provides significant speedup over the best-known classical

approaches such as the General Number Field Sieve (GNFS)

[6], reducing complexity from sub-exponential to polynomial

time.

The following subsections focus on Quantum Annealing, the

Quadratic Unconstrained Binary Optimization (QUBO) for-

mulation, and D-Wave Systems’ implementation of quantum

annealer, as these techniques can be used to solve optimization

problems in graph theory and problems in area of autonomous

mobility which is our main focus.

A. Quantum Annealing and Adiabatic Theorem

Quantum annealing is a quantum optimization technique

that leverages superposition and tunneling to solve combina-

torial optimization problems [7]. The process, illustrated in

Fig. 2, involves initializing the system in the ground state of

a simple Hamiltonian H0 and then evolving it into a final

Hamiltonian Hf that encodes the problem to be solved [8]. If

this evolution occurs slowly enough, the system remains in its

ground state, corresponding to the optimal solution.

The Hamiltonian, an operator describing the total energy

of a quantum system, is designed so that its ground state rep-

resents the optimal configuration. Initially, the system’s state is

a superposition of all possible states, allowing exploration of

multiple configurations simultaneously. As the system evolves,

quantum tunneling facilitates transitions through energy bar-

riers, enhancing the search for the global minimum of the

objective function.

The Objective Function represents the mathematical for-

mulation of an optimization problem, typically expressed as a

cost function that the system seeks to minimize. It is often

written in QUBO form, encoding problem constraints and

interactions between binary variables. The lowest energy state

corresponds to the optimal solution [9], with the objective

function being interpreted as the energy function of a quantum

system [10].

This demonstrates the correspondence between the objective

function, the QUBO formulation, and the system’s Hamil-
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Fig. 1. Energy landscape of the system under adiabatic evolution.

tonian, as they all describe energy minimization but from

different perspectives.

The Adiabatic Theorem [11] states that if a quantum

system starts in the ground state of a Hamiltonian and that

Hamiltonian evolves slowly over time, the system will remain

in the ground state of the instantaneous Hamiltonian. This is

mathematically expressed as:

H(t) = (1− s(t))H0 + s(t)Hf , (1)

where s(t), the function of time, evolves gradually from 0
to 1, ensuring that H0 is smoothly transformed into Hf . If this

transition occurs too quickly, the system may jump to excited

states, leading to suboptimal solutions.

Quantum annealing relies on this theorem to ensure that

the system reaches the ground state of Hf . However, a trade-

off exists: slower evolution improves accuracy but increases

runtime.

B. QUBO and Ising Models

Many combinatorial optimization problems can be formu-

lated using either the Ising model or QUBO model, both cen-

tral to modern quantum computing [9]. These representations

enable efficient solutions using quantum annealers.

The Ising Model, originating from statistical mechanics,

describes ferromagnetism and spin interactions. Each spin

takes discrete values +1 or −1 and interacts with its neighbors

to minimize the system’s total energy. Many combinatorial

optimization problems can be mapped onto the Ising model

[12], leading to the development of Ising Machines. However,

classical Ising machines often become trapped in local minima,

preventing them from finding the optimal solution [13].

To address this, quantum annealing was introduced, lever-

aging quantum tunneling to allow the system to escape local

minima and search the solution space more effectively [14].

The The energy function for the Ising model is:

E = −
∑

i<j

Ji,jsisj −
∑

i

hisi, (2)

where si is the spin variable at site i ∈ {−1, 1}, Ji,j represents

the interaction strength between spins i and j, and hi denotes

the external magnetic field applied at spin i.

Since quantum annealers solve optimization problems by

minimizing energy (objective) functions, QUBO models are

often used as an equivalent mathematical framework:

Obj(x) =
∑

i<j

Qi,jxixj +
∑

i

Qixi, (3)

Fig. 2. The annealing process follows an adiabatic evolution, transitioning the
system from the ground state of H0 (a simple Hamiltonian where all qubits
exist in superposition) to the ground state of Hf , which encodes the problem’s
solution. The hardware comprises qubits, structured as superconducting loops
made of niobium, influenced by an external magnetic field.

where Q is the symmetric QUBO matrix encoding the prob-

lem, and xi represents the binary variables defining the solu-

tion.

Each QUBO/Ising problem— specific optimization task—

can be represented by QUBO/Ising Model formulation. Ising

problem is known to be NP-hard, meaning that solving it

requires exponential time in the worst case [12]. Through poly-

nomial transformations, any Ising problem can be converted

into a QUBO problem (and vice versa), making them inter-

changeable for quantum annealing-based optimization tasks

[15].

C. D-Wave System’s Hybrid Solver

D-Wave Systems is the first company to develop and com-

mercialize quantum annealers, focusing on solving optimiza-

tion problems using quantum annealing technology. Unlike

gate-based quantum computers that utilize unitary operations,

D-Wave’s quantum annealers operate based on the adiabatic

theorem, transitioning the system into a low-energy configu-

ration that represents an optimal solution [16], [17].

D-Wave’s quantum processing units (QPUs) rely on su-

perconducting qubits, which maintain quantum coherence by

operating at cryogenic temperatures (approximately 15 mil-

likelvin) [18]. These qubits interact through programmable

couplers, and their behavior can be mapped onto an Ising

model, allowing optimization problems to be encoded directly

onto the hardware.

Due to limitations in qubit connectivity and the avail-

able hardware resources, pure quantum annealing cannot ef-

ficiently handle large-scale optimization problems. D-Wave’s

hybrid solvers integrate quantum annealing with classical

optimization techniques, partitioning large problems into

smaller quantum-accessible subproblems while utilizing clas-

sical heuristics to refine and validate solutions [19].

D-Wave’s Leap Quantum Cloud Service provides users with

access to hybrid solvers that combine classical pre-processing,

quantum annealing, and classical post-processing to optimize

solutions [20].

Workflow of the Qunatum Annealing Hybrid Solver:

1) Problem Decomposition: The hybrid solver decom-

poses a large problem into smaller subproblems, ensur-

ing that each subproblem fits within the constraints of

the QPU.

2) Quantum Annealing Backend: Each subproblem is

mapped—embedded, onto the QPU in the form of

QUBO or Ising model. The annealing process finds

solutions by minimizing the energy function.
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3) Classical Post-processing: A classical post-processing

stage refines the solutions, applies constraint corrections,

and merges subproblem results into a final optimized

solution. The classical optimizer also helps handle prob-

lem constraints that cannot be easily embedded onto the

quantum hardware.

D-Wave’s Pegasus topology, an improvement over its prede-

cessor (Chimera), offers higher qubit connectivity and shorter

chain embeddings, reducing noise and enhancing problem

scalability [17]. In the Pegasus topology, each qubit has a

degree of 15, meaning it is directly connected to 15 other

qubits. While this topology allows the hybrid solver to tackle

larger-scale problems, it still faces scalability limitations, in-

cluding embedding overhead, problem decomposition costs,

and constraint handling.

Despite these challenges, quantum annealing hybrid solvers

have shown competitive performance compared to classi-

cal solvers like Gurobi and CPLEX, particularly in binary

quadratic programming (BQP) problems [21].

D-Wave’s hybrid solver framework extends quantum an-

nealing’s capabilities, making it a viable tool for solving

large-scale optimization problems that would otherwise be

infeasible on quantum-only processors. Advancements in em-

bedding techniques, QPU architectures (such as upcoming

Zephyr topology), and problem decomposition heuristics are

expected to further improve hybrid solver performance, mak-

ing quantum-classical hybrid computation increasingly rele-

vant for real-world optimization problems.

III. USAGE OF QUANTUM ANNEALING ON SOLVING

OPTIMIZATION PROBLEMS

Many real-world problems can be formulated as optimiza-

tion, search, or sampling problems, where the goal is to find

an optimal solution from a large set of possible configurations.

Among these, graph-based problems, such as the shortest path

problem and graph partitioning, play a significant role in

numerous applications, including logistics, network routing,

and autonomous mobility.

A. Problem identification

The shortest path problem involves finding the minimum-

cost path between two nodes in a graph. Classical algorithms

such as Dijkstra’s or A* provide efficient solutions in poly-

nomial time for deterministic graphs. However, for large-scale

dynamic graphs, where edge weights frequently change due to

real-time constraints (e.g., traffic conditions in urban mobility),

quantum approaches such as quantum annealing offer potential

speedups by encoding the problem as QUBO model.

We have already studied and compared classical and quan-

tum approaches to the shortest path problem, focusing on a

QUBO formulation executed on D-Wave’s quantum annealing

hybrid solver. Our results indicate that while A* search with

heuristics achieves linear complexity O(n), the QUBO formu-

lation, despite reducing the problem from O(4n) to polynomial

complexity, faces challenges in accuracy as the number of

nodes increases.

For smaller graphs (10–20 nodes), the hybrid solver finds

the optimal path with high accuracy (100% for n = 10, 80%

for n = 20), but for larger graphs (50+ nodes), exact matches

drop significantly, with only near-optimal solutions found (e.g.,

for n = 100, paths deviate by up to 24.4% from A*). The study

Fig. 3. GBR model predictions for penalty parameter γ based on graph’s
density and number of nodes compared to true values.

also highlights the impact of penalty parameters, problem

embedding, and quantum hardware constraints on solution

quality.

Another important optimization problem is graph partition-

ing, which involves dividing a graph into smaller subgraphs

while minimizing edge cuts between them. This problem is

particularly relevant in parallel computing, clustering, and

transportation networks. It can be used also to minimize

V2V communication and reduce computational overhead. In

quantum annealing, the graph partitioning problem can be for-

mulated using an QUBO model, where each node is assigned a

binary variable, and the system seeks to minimize the total cut

weight while maintaining balanced partition sizes. Since graph

partitioning is NP-hard, quantum optimization techniques pro-

vide a promising alternative to classical heuristics, such as

METIS or Kernighan–Lin algorithms.

At the moment, we are focusing on comparing the accuracy

and performance of quantum annealing-based graph partition-

ing with classical methods such as METIS. Our experiments

utilized a Gradient Boosting Regression (GBR) model to

determine the optimal penalty parameter γ of the QUBO

formulation, ensuring a balanced partitioning with minimal

inter-edges.

The first analysis (Fig. 3) shows the GBR-predicted penalty

parameter compared to actual values, confirming that our

model provides reliable estimates.

After determining the optimal γ, we tested quantum an-

nealing against METIS across various graph sizes on around

60 random-generated graphs. The analysis shown in Table I

extends the evaluation to graphs with up to 4000 nodes, where

the hybrid solver consistently outperformed METIS in terms

of partitioning quality, achieving a lower or equal number of

inter-edges in all cases. This demonstrates that quantum an-

nealing, when combined with proper penalty parameter tuning,

can effectively handle both small and large-scale partitioning

tasks, outperforming classical methods.

B. Future directions

In the context of autonomous mobility, optimization plays

a crucial role in situations like motion planning and decision-

making. For instance, in overtaking scenarios, an autonomous

vehicle must evaluate whether it is safe to overtake another

vehicle while considering road conditions, lane availability,

and surrounding traffic. Lane-changing decisions require real-
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TABLE I
COMPARISON OF QA HYBRID SOLVER AND METIS RESULTS ON GRAPH

PARTITIONING PROBLEM

Number

of Nodes

QA Hybrid vs

METIS

Absolute

Differencea
Percentage

Differenceb

(winner) (Inter-edges) (%)

100 QA Hybrid 6 36.14%

200 QA Hybrid 19.2 48.50%

300 QA Hybrid 58.67 80.75%

400 QA Hybrid 62.43 44.58%

500 QA Hybrid 94.33 20.36%

600 QA Hybrid 141 38.04%

700 QA Hybrid 217.6 36.03%

800 QA Hybrid 180 47.14%

1000 QA Hybrid 249.36 20.89%

1500 QA Hybrid 622 15.08%

2000 QA Hybrid 1243 21.31%

3000 QA Hybrid 1119.25 38.75%

4000 QA Hybrid 1372 36.93%

a |avg(hybrid_inter_edges) − avg(pymetis_inter_edges)|

b 100×
avg(pymetis_inter_edges)−avg(hybrid_inter_edges)

avg(hybrid_inter_edges)

time assessment of the vehicle’s position, velocity, and pos-

sible obstacles. By leveraging sensor data, quantum annealers

can rapidly process information about nearby vehicles and

compute optimal maneuvers in congested traffic.

Quantum annealing can also be employed to integrate real-

time sensor data to determine the safest and most efficient next

move for an autonomous vehicle. This involves dynamically

adjusting path planning based on environmental changes, such

as sudden braking by nearby cars or shifts in traffic density. By

formulating the problem as an optimization task in a QUBO

form, quantum processors can explore multiple configurations

simultaneously and select the optimal trajectory, reducing

computation time in highly dynamic environments.

The integration of quantum optimization techniques into

autonomous driving has the potential to enhance safety, ef-

ficiency, and decision-making speed, particularly in complex

traffic situations. Future research aims to further refine these

approaches, incorporating hybrid quantum-classical methods

to handle large-scale mobility scenarios with real-world con-

straints.

IV. CONCLUSION

This paper explored quantum annealing for solving opti-

mization problems using D-Wave’s quantum hybrid solvers,

with a focus on shortest path and graph partitioning problems.

Our findings indicate that, with proper tuning of penalty pa-

rameters, quantum annealing can outperform classical heuris-

tics like METIS in partitioning tasks, particularly for mid-sized

graphs. Additionally, we examined the potential of quantum

optimization in autonomous mobility, highlighting its role

in motion planning, overtaking, and lane-changing decisions.

Future research will focus on improving hybrid quantum-

classical methods to enhance scalability and efficiency in real-

world applications.
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I. INTRODUCTION

Cyber-Physical Systems (CPS) represent a convergence of

computation, control, and communication, seamlessly inte-

grating the physical and digital worlds. These systems play

a critical role in a wide range of domains, including dis-

tributed systems, networked systems, robotics, manufacturing,

smart grids, autonomous vehicles, and healthcare systems.

The increasing complexity of CPS requires robust modelling,

simulation, and control strategies to ensure their efficiency,

safety, and reliability [1], [2].

This paper reviews CPS with a focus on modelling, simula-

tion techniques, and their integration within distributed control

systems (DCS) as it is the crucial part of my dissertation

thesis named Implementation of Hybrid System Models into
the Distributed Control Systems Using Modern Methods and
Effective Simulation Tools. By examining existing methods and

applications, we highlight key challenges and future directions

to propose a methodology for hybrid systems modelling and

their implementation into distributed control systems at the

Centre of Modern Control Techniques and Industrial Informat-

ics (CMCT&II) at the Department of Cybernetics and Artifi-

cial Intelligence (DCAI), as well as at the ALICE Experiment

at CERN [3].

II. CYBER-PHYSICAL SYSTEMS

Cyber-Physical Systems have a fundamental role in Industry

4.0 [4], as they connect the computing and physical processes.

CPS can be represented as a large amount of interconnected

devices, embedded in the physical world [2]. An essential

part of CPS are networks that ensure communication between

computational processes as well as actuators and sensors,

see Fig. 1. All operations of these physical and engineered

systems must be monitored, controlled, and coordinated by

the communication and computing core. Because of the CPS’s

interactions with the physical world, including humans, the

behaviour of CPS must be safe, dependable, efficient, and in

real-time. To combine the discrete dynamics of computational

processes with the continuous dynamics of physical processes,

CPS must address the uncertainty caused by environmental

noise, compensate for occasional process faults, and tolerate

imperfections in time synchronisation [1].

Fig. 1. Schematic representation of the concept of CPS

CPS share some common features with information and

communications technology (ICT) systems, including embed-

ded systems, networked control systems (NCSs), the Internet

of Things (IoT), and the Industrial Internet. Although from

the closed-loop systems perspective, the design, analysis and

modelling of CPS differ from the standard ICT systems. The

main differences can be found in system modelling, bridging

the physical and computational world through sensing, the

flexibility in the communication infrastructure, the correct

control in real-time and the secure behaviour of the whole

CPS [5].

CPS possess several defining characteristics that distinguish

them from traditional computing and control systems [6]:

(a) embedded computation and resource limitations - system

resources are limited, but the software is implemented

in every embedded or physical component,

(b) scalability and network connectivity - CPS use wired

and wireless network, which are considered distributed

systems and provide high level of variability and scala-

bility,

(c) adaptive reconfiguration - size and complexity of CPS

define their requirements for adaptive characteristics,

(d) closed-loop control and high automation - advanced

feedback control is often implemented in the CPS,

(e) reliability and compliance - as CPS are spacious and
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complex systems, it is necessary that the system is

secure and reliable, which in some cases includes the

certification.

In terms of architecture, CPS can utilise multiple structures,

including layered architectures [7], distributed architectures

that enable decentralised decision-making [3], service-oriented

architectures (SOA) that facilitate modular and flexible system

integration and event-driven architectures that respond dynam-

ically to real-time stimuli [8]. The main focus will be on the

distributed architectures of CPS, as it represents one of the

key parts of my dissertation thesis in terms of modelling and

simulation of individual layers and cross-layered relations.

III. HYBRID SYSTEMS

Hybrid systems (HS) are considered a crucial aspect of

CPS. The behaviour of HS exhibits both continuous and

discrete dynamics, making it suitable for modelling and con-

trolling CPS within the framework of hybrid systems [9].

Subsystems with continuous dynamics are represented by non-

linear differential equations with continuous input u(t) and

continuous output y(t) of the system, while subsystems with

discrete dynamics have discrete input σ(t) and discrete output

w(t), which can be described by finite-state machines [10].

HS have found applications in various fields, including CPS

applications, embedded systems, robotics, etc. There is also

significant research interest within the domain of artificial

intelligence.

Fig. 2. Interconnection of the continuous and discrete dynamics of HS

The hybrid nature of the system is demonstrated in the

structure of the HS, see Fig. 2, which shows the interactions

between continuous and discrete dynamics. The continuous

subsystem describes the evolution of the continuous state x(t)
over time, while the discrete subsystem shows the evolution

of the discrete state qi, see Fig. 3. Since the signals gen-

erated in both subsystems operate in distinct signal spaces,

an interconnection between the two model components re-

quires two interfaces, called the discrete-to-continuous in-

terface or the continuous-to-discrete interface. The discrete-

to-continuous interface, or injector, links discrete signals to

continuous subsystems. The continuous-to-discrete interface,

or event generator, transforms continuous signals into discrete

events based on thresholds or switching surfaces. It defines

events by their name and time and is represented by guards

and invariants in hybrid automata [11].

The hybrid character of the system is observable in many

different applications, such as systems with more than one

continuous dynamics with the discrete condition of switch-

ing between those dynamics (e.g. bouncing ball, mecha-

tronic systems). The other approach is hybrid control of

physical systems, when the control is done by discrete logic,

switching between local and global control algorithms, or

discrete control for continuous system.

The modelling and control design of HS require a mathe-

matical framework that captures both their continuous and dis-

crete dynamics. Various modelling approaches exist, with the

most commonly used representations including discrete hybrid

automata (DHA), switched systems, piecewise linear/affine

models (PWA), timed automata, and timed or hybrid Petri nets

[11].

To describe the discrete dynamics of HS, the final-state

machine (FSM) is widely used. An FSM represents an abstract

mathematical model used to describe a system that can be

in exactly one discrete state from a finite set of states at

a given time. Providing inputs to the automaton triggers a

transition between distinct states governed by a predefined

transition function. Despite the fact that FSM is often used, it is

insufficient to capture both discrete and continuous dynamics.

In the case of modelling CPS that combine discrete and

continuous dynamics, which can be considered HS, it is

essential to use a mathematical description that captures both

dynamic subsystems. Suitable representation of the HS that

captures both dynamics is the concept of hybrid automata

(HA), providing a mathematical description of a system and

a graphical representation of its behaviour [11]. HA can

be defined as a collection H = (Q, X, f, Init, D, E, G, R),

where the individual elements are Q - set of discrete states, X

- set of continuous state variables, f - vector field describing the

evolution of the continuous state vector, Init - initial states of

HA, D - domain constraints, E - set of boundaries to determine

a combination of discrete states between which a transition

is possible, G - determines the boundary conditions of the

switches, R - determines the transition function, i.e. for each

edge and the continuous state, the jump of the continuous state

during the transition between discrete states [9], [12].

Fig. 3. Graphical representation of hybrid automaton

Fig. 3 presents a graphical representation of a hybrid au-

tomaton. This automaton has two discrete states, q1 and q2, and

its continuous dynamics vary depending on the discrete state.

The automaton also has three edges, e1, e2, e3, that allow the

system to transition between discrete states q1 → q2, q2 → q1,

and q1 → q1. When transitioning along edge e1, the con-

tinuous state of the system, x(t), reaches a value within the

designated region of the state space defined by the function

G(e1). Similarly, when transitioning to the discrete state q2,

a jump occurs in the continuous state [12].

The concepts described in this section will be further

elaborated on in a subsequent section of the paper, which will

provide an example of a distributed control system (DCS)

within the context of a CPS.
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Fig. 4. Architecture of DCS concept at CMCT&II - DCAI, Detector Control System at the ALICE Experiment at CERN

IV. DISTRIBUTED CONTROL SYSTEMS

Distributed Control Systems (DCS) serve as an apt illustra-

tion of CPS, as they exhibit numerous characteristics that are

commonly found in CPS. DCS is a concept of Network Con-

trol Systems (NCSs) frequently used in industrial applications,

where the distribution of resources throughout the system

offers substantial advantages [13]. The DCS are characterised

by a multi-level architecture, where the individual control

levels are interconnected via various communication networks,

as outlined in the IEC 61499 standard [14].

The DCS is a computer-based control system designed to

manage complex processes without the need for a central

control node. Individual control and coordination processes

are distributed throughout the system, bringing them closer

to the controlled process. This characteristic enhances the

reliability of the system and, at the same time, reduces initial

implementation costs. In addition, supervisory systems mon-

itor and supervise individual subsystems, providing a com-

prehensive overview of the state of the controlled processes.

The DCS architecture is typically categorised into several con-

trol/functional levels, as specified in IEC 62264 (ANSI/ISA-

95). Variations in level nomenclature and numbering may

occur in exact implementations [3], [15], [16].

The example of hierarchical structure and nomenclature em-

ployed in the DCS architecture at CMCT&II, DCAI and in the

Detector Control System at the ALICE Experiment (ALICE-

DCS) at CERN. Firstly, the DCS at CMCT&II is presented

by multiple subsystems, each of which can be considered an

independent CPS [17]. Together, these subsystems create a

DCS representing a complex CPS divided into five hierarchical

levels, shown in Fig. 4. The research platform is represented

by physical systems such as mechatronic systems modelled

as CPS, which can be implemented into the DCS across all

levels.

Secondly, the structure of the Detector Control System

(ALICE-DCS) of the ALICE experiment (A Large Ion Col-

lider Experiment) at the Large Hadron Collider (LHC) at

the European Organization for Nuclear Research (CERN) is

presented. The ALICE experiment is studying the physics of

strongly interacting matter and the quark-gluon plasma to help

understand the formation of the early universe i.e. conditions

shortly after the Big Bang, when quarks and gluons could

move freely. These conditions are created in the LHC by

heavy-ion collisions, which are captured by the ALICE exper-

iment. The ALICE-DCS ensures stable and safe operation of

the detectors while ensuring the tasks of control, monitoring,

and data acquisition from the detector’s electronic [3], [18].

The ALICE-DCS is similar to the DCS at the at CMCT&II,

DCAI. The author of the paper is a member of the research

team which is currently involved in the basic research project

entitled ALICE Experiment at the LHC at CERN: Study of
Strongly Interacting Matter in Extreme Conditions (ALICE-

TUKE). The ALICE-DCS is modelled as a HS and is used in

the control and diagnostics of individual sub-detectors of the

ALICE experiment. The infrastructure of ALICE-DCS (Fig.

4) is defined by 5 levels [19]:

(a) level of detectors, sensors and actuators,

(b) level of technological control of sub-detectors at lower

level and frontend devices,

(c) SCADA/HMI level including the visualisation and con-

trol managed by WINCC OA, which contains the virtual

representation of the system as FSM,

(d) the information level of control represented by databases

containing data from lower level electronics as well as

from the sub-detectors,

(e) management level of ALICE-DCS control consists of

a worldwide network of GRID computing centres for

experiments implemented within CERN and an archival

database connected to the informational system DARMA
developed by the research team of the project ALICE-

TUKE.

The shared characteristics of both structures present the

SCYR 2025 – 25th Scientific Conference of Young Researchers – FEEI TU of Košice

54



opportunity to develop a methodology for the analysis, mod-

elling, and simulation of distributed systems within the context

of CPS. Within the CMCT&II domain, the main focus is on

the modelling and analysis of hybrid systems using effective

simulation tools such as MATLAB/Simulink, which will form

the main part of the dissertation thesis. Many approaches can

be considered within the DCS at CMCT&II, e.g. applications

involving mobile robots and other types of mechatronic sys-

tems. To illustrate this example, a modular robotic platform

named ModBot is used [20]. Different subsystems of mobile

robot can be analysed and classified into layers of the DCS

structure, given the sensors and actuators at the lowest level,

the microcontroller at the level of technological regulation,

the third level is associated with the supervisory computer,

which sends the data to the database situated at the fourth

level of the DCS. In addition to the implementation of a

single mobile robot into a DCS structure, applications such as

robotic football are also a suitable example for the practical

use of CPS modelling, simulation, and control methods, since

the robotic football application has the physical subsystem,

i.e. sensors and actuators of mobile robots, computational

subsystem such as supervisory computer or microcontroller,

and a communication network connecting the physical and

computational subsystem.

Extending this concept further, another example of CPS

implementation is seen in the ALICE-DCS focus area. Con-

sidering an increase in real-time data processing and an un-

bearable load on the Supervisory Control and Data Acquisition

(SCADA) system within the ALICE-DCS, the software layer

named the ALICE Low-Level Front-End Device (ALFRED)

was implemented. ALFRED ensures data processing before

being forwarded to the SCADA system while also creating an

abstraction layer for detector electronics from the point of view

of the SCADA system. The ALFRED system is characterised

by a distributed architecture,in which individual components

can be classified into distinct levels of the DCS architecture.

The lowest level of the ALFRED system consists of detector

electronics, including the Readout Unit and Power Board

units. These units communicate with higher-level applications

via optical lines or CAN bus interfaces, translating mes-

sages into the DIM protocol format for communication with

FRED applications, which abstracts detector electronics for

SCADA/HMI system, unifying communication and reducing

computationally intensive data processing [21].

V. CONCLUSION

This paper provides an overview of cyber-physical systems,

their characteristics, and specific challenges they present. The

hybrid nature of these systems requires advanced modelling

and simulation techniques to ensure efficiency and reliability.

The methodology that will be developed when solving open

problems in context of modelling, simulation and implemen-

tation of HS in the DCS within the dissertation thesis will be

generalised and used to model and implement different types

of HS from the ALICE-DCS framework. The author is also a

member of ALICE Collaboration in CERN, which means that

the contribution to the ALICE-DCS presents part of the topics

of the dissertation thesis.
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Abstract— The paper describes the key factors affecting the 

efficiency of phase-shifted full-bridge (PSFB) converter and the 

resulting limitations in increasing the switching frequency. Some 

of the mentioned factors are also implied in the converter, the 

efficiency of which is measured under laboratory conditions. 
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I. INTRODUCTION 

PSFB converter has been known for decades and has found 

its application in various fields of human activity. The major 

advantages of the converter are a large range of input and 

output voltages and currents, simple regulation on the primary 

side due to the phase shift change and low parts count. On the 

other side, the disadvantage is the problem with the 

circulating current and the occurrence of overvoltage on the 

rectifier components. Transistors based on GaN and SiC 

technology have caused a significant improvement in PSFB 

converter parameters, pushed the limits of switching 

frequency, reduced switching and conduction losses, and 

improved power density [1]. The development of 

microcontrollers has made it possible to apply more complex 

methods of converter control, adaptively changing the times 

and delays of PWM signals, instead of the classical solution 

where this was not possible [2]. 

The paper describes the most important steps to be 

followed in designing a PSFB converter, some of which are 

implied in a laboratory model whose efficiency is measured 

using a power analyzer. 

II. KEY FACTORS OF PSFB CONVERTER DESIGN 

A. Select a suitable synchronous rectifier 

The inverter of the PSFB converter is the same, but in the 

case of rectifiers, three types can generally be used: 

• full bridge rectifier (FB) [3], 

• center-tapped rectifier (CT) [2], 

• current doubler rectifier (CD) [4], Fig. 1. 

The differences between the rectifiers are shown in Tab. 1 [5]. 

The full bridge is best for higher output voltages because it 

produces half the over voltage compared to CT and CD 

rectifiers. 

 

TABLE I 

THE DIFFERENCE BETWEEN RECTIFIERS 

Rec. type 
Num. of sec. 

windings 

Num. of rec. 

components 

Num. of o. 

inductors 

Full bridge 1 4 1 

Center tapped 2 2 1 

Current doubler 1 2 2 

 
Fig. 1. The schematic of the PSFB converter with current doubler rectifier 

Center-tapped rectifiers are disadvantageous in that they 

require a transformer with two windings. However, only two 

rectifier components and one filter inductance is required. 

Current doubler combines the advantage of two rectifier 

components and a simpler transformer but requires additional 

filtering inductance. The extra benefit is that heat is spread 

more evenly in the CD because half the current flows through 

the secondary winding of the transformer. Also, because of 

the two inductances, the current in the filter inductances is 

half that of CT and FB. So, in general, at higher voltages, it's 

better to use FB, and at higher currents, CD or CT. 

B. Select suitable semiconductors for inverter and rectifier 

Achieving high efficiency is greatly affected by achieving 

ZVS of the primary transistors. In order to achieve ZVS, it is 

necessary that there is more capacitive energy than inductive 

energy in the resonance circuit: �� ≥ ��  (1) 
Where the capacitive energy EC is formed by the output 

capacitance of the primary transistors COSS and the parasitic 

capacitance of the transformer. The inductive energy is 

different for the leading and lagging leg of the inverter 

because different currents flow through the transistors when 

the transistor is turned off, i.e. the resonant event that affects 

the zero-voltage switching (ZVS). Inductive energy is formed 

by the transformer leakage inductance and the output filter 

inductance, but it is different for the two legs of the inverter 
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because different currents flow through the leading and 

lagging leg at the time of achieving ZVS. As the frequency 

increases, the inductive energy decreases (smaller 

transformer), thus, to achieve ZVS and hence higher 

efficiency it is necessary to reduce the capacitive energy in the 

circuit, i.e. Coss. Transistors based on GaN and SiC 

technology achieve up to 10 times better ratio between output 

capacitance and series resistance compared to Si mosfet and 

thus are ideal for use in PSFB inverter [6]. 

When selecting rectifier transistors, it is mainly important 

that they should have low series resistance to minimize 

conduction losses. 

C. Implement adaptive control using DSP 

The ideal delay time (td) affects the ZVS and is different 

for the two inverter legs (different current=different 

inductive energy) and is dependent on the output current. A 

shorter td can lead to ZVS loss, a longer time to 

unnecessary prolongation of the conductivity of the built-in 

diode, thus increasing conduction losses. The control 

should be able to set different td for both inverter legs and 

change it depending on the output power. 

In the case of a rectifier, the transistor should turn on 

shortly after its built-in diode starts conducting, to achieve 

ZVS. Because changing the output current changes the 

ideal switch-on time, it is necessary to adaptively adjust this 

time. Further, there are three options for switching the 

rectifier transistors, and these modes need to be varied 

depending on the load current, more in the literature [4]. 

D. Use an additional network to reduce overvoltage 

In the rectifier, overvoltage is caused by the resonance 

between the output capacitance of the rectifier transistors and 

the leakage inductance of the transformer. This overvoltage 

will cause the need to use transistors at higher voltages, thus 

indirectly increasing the conduction losses. By using an 

additional snubber [6], it is possible to reduce the overvoltage 

and thus the conduction losses. 

E. Use suitable magnetic circuits 

If high efficiency is required, magnetic circuits also need to 

achieve high efficiency, especially the transformer [7]. 

III. LABORATORY MEASUREMENTS 

Based on the recommendations given in the previous chapter 

(except point D) and the above literature, a prototype 

converter was built, the schematic is shown in Fig. 1, 

parameters are shown in Tab. 2. The photo of the converter is 

in Fig. 2. Efficiency was measured with a LMG500 power 

analyzer and is shown in Fig. 3. 

TABLE II 

PARAMETERS OF PSFB WITH CURRENT DOUBLER 

Parameter Value  

Supply voltage VIN 390 V 

Output current IO 25 A 

Output voltage VO 24 V 

Output power P2 600 W 

Switching frequency fs 100 kHz 

Inverter transistors GS-065-011-2 

Rectifier transistors IPTG039N15NM5 

 
Fig. 2. Photo of PSFB converter, from left to right, inverter, transformer, 

rectifier 

 
Fig. 3. Measured efficiency of the PSFB converter 

IV. CONCLUSION 

The paper describes the conditions for achieving high 

efficiency in a PSFB converter. As a result, relatively high 

efficiency is achieved in the laboratory conditions. The next 

step is to use theoretical and practical experience to build an 

converter operating at a frequency of at least 500 kHz, which 

will increase the power density many times over, due to the 

reduction of magnetic circuits. 
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I. INTRODUCTION

The emergence of 6G networks brings significant challenges

and opportunities in wireless communication. One of the

key aspects of these networks is efficient routing in mobile

multi-hop networks (MANET), where nodes must dynam-

ically establish multi-hop communication paths. Traditional

routing protocols, such as AODV and DYMO, face challenges

related to increasing complexity and the growing demands

for low latency, energy efficiency, and adaptability in next-

generation networks. Recent research explores the integration

of artificial intelligence (AI) into MANET routing to enhance

decision-making, optimize network performance, and improve

resilience in dynamic environments.

II. LITERATURE REVIEW AND ANALYSIS

A. Directions in MANET in the context of 5G and 6G

The integration of artificial intelligence (AI) into routing

protocols for mobile ad-hoc networks (MANET) represents

a significant research trend, particularly in the context of

increasing complexity in 6G network environments. MANETs

are characterized by high topology dynamics and node mobil-

ity, which impose specific requirements on routing protocols.

Traditional approaches, such as AODV (Ad-hoc On-Demand

Distance Vector), DSR (Dynamic Source Routing), and DSDV

(Destination-Sequenced Distance Vector), have been exten-

sively analyzed in terms of their performance characteristics

under various conditions [1], [2], [3]. The incorporation of

AI techniques into these protocols enables improved decision-

making mechanisms, enhances the efficient use of network

resources, and increases adaptability to constantly changing

network conditions.

B. AI-based and hybrid routing approaches

The integration of artificial intelligence (AI) into MANET

routing enables the development of advanced mechanisms

that leverage machine learning for node mobility modeling

and predictive optimization of routing paths. For instance, the

use of swarm intelligence (SI), genetic algorithms (GA), and

reinforcement learning (RL) has been identified as a promising

method to enhance the efficiency of routing decisions in

dynamic networks [4], [5]. These techniques allow routing

algorithms to respond more effectively to constantly changing

network conditions, thereby improving packet delivery ratio,

throughput, and latency [1], [6].

Although purely AI-based approaches provide a high level

of adaptability and accuracy, their computational complexity

and the need for extensive training data present a significant

challenge. Therefore, in recent years, there has been increas-

ing interest in hybrid AI approaches that combine artificial

intelligence with heuristic methods, such as traditional routing

protocols or biologically inspired algorithms. For example, the

combination of swarm intelligence (ACO, PSO) with adaptive

routing strategies leverages the collective behavior of agents

to optimize paths, while adaptive mechanisms help prevent

network congestion [7].

Research has shown that hybrid approaches are particularly

effective in high-mobility environments, where traditional AI

models may struggle with prediction accuracy due to rapid

changes in network topology. For instance, adaptive protocols

can combine learning from experience with traditional routing

rules, achieving a better trade-off between routing accuracy

and computational efficiency [8], [9].

Hybrid algorithms combining ACO and OLSR have gained

particular attention. This model utilizes ACO to initiate routing

tables, where pheromone values are updated based on the

quality of discovered paths, while OLSR provides stable

proactive routing using Multi Point Relay (MPR). Simulations

have shown that such a hybrid approach can improve network

stability and reduce overhead compared to purely AI-based

solutions [10].

Overall, hybrid AI solutions represent a promising alterna-

tive to purely AI-based routing models, as they combine the

robustness of heuristic algorithms with the adaptability and

predictive capabilities of artificial intelligence.
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C. Challenges and limits of AI in MANET

Although AI-based approaches demonstrate significant ad-

vantages, their application in MANET also presents several

challenges:

• Computational complexity: Training and real-time infer-

ence of AI models require substantial computational re-

sources, which can be limiting for nodes with constrained

processing power and battery capacity [11].

• Dynamic changes in network topology: While AI models

enable better adaptability, the high variability in MANET

can lead to inaccurate predictions and suboptimal routing

decisions [12].

• Security concerns: AI models may be vulnerable to ad-

versarial attacks that can manipulate routing predictions

and compromise network integrity [11].

• Dependence on historical data: Machine learning models

are trained on historical data, which may cause issues

when dealing with new, previously unseen scenarios [12].

D. Comparison of AI-based Routing Protocols with Tradi-

tional Approaches

1) Traditional Routing Protocols in MANET and Their Lim-

itations: Traditional routing protocols, such as AODV, DSR,

and DSDV, were developed to enable efficient communication

in MANET without centralized infrastructure. These protocols

employ reactive (AODV, DSR) or proactive (DSDV) routing

strategies to establish and maintain paths between nodes [13],

[1].

Their main advantages include:

• Simplicity of implementation and low computational re-

quirements.

• Efficiency in small to medium-sized networks with stable

topology.

Despite these advantages, traditional protocols have signifi-

cant limitations that become critical in dynamic MANET en-

vironments, especially in the context of 5G and 6G networks:

• High routing overhead – Frequent message forwarding

for route maintenance increases network load [1], [2].

• Lack of adaptability – These protocols lack predictive

capabilities and respond only to the current network state,

leading to frequent connection disruptions [3].

• Weak security – They are not equipped with attack

detection mechanisms, making them vulnerable to black

hole or wormhole attacks [14].

• Limited energy efficiency – They are not optimized for

nodes with constrained energy resources, leading to faster

battery depletion [2].

2) Benefits of AI-based routing protocols: The deployment

of artificial intelligence (AI) in MANET addresses many lim-

itations of traditional protocols. AI enables dynamic decision-

making based on the analysis of both historical and real-time

network data [15]. The key advantages include:

1) Dynamic route optimization – Reinforcement learning

(RL) and machine learning (ML) algorithms can pre-

dict optimal routes, reducing the number of connection

disruptions [10].

2) Reduction of routing overhead – AI models can predict

and adjust routes without frequent update broadcasts,

thereby reducing network overhead [6].

3) Enhanced security – AI enables anomaly detection and

identification of potential attacks, improving network

resilience against black hole attacks and rogue nodes

[14].

4) Energy efficiency – AI can optimize routing while

considering energy consumption, extending the lifespan

of nodes with limited battery capacity [2].

3) Comparison of AI-based and traditional routing proto-

cols: Although AI-based approaches offer significant improve-

ments, they also face major challenges, particularly:

• High computational complexity – AI models, especially

deep learning (DL) and RL, require substantial compu-

tational resources, which can be problematic for nodes

with limited processing power [11].

• Dependence on historical data – If AI models are not

properly trained, they may produce inaccurate predic-

tions, leading to suboptimal routing [16].

• Security risks – AI models are vulnerable to adversarial

attacks that can manipulate their predictions and degrade

routing performance [17].

Table I provides an overview of the key differences between

AI and traditional protocols.

Based on the conducted analysis, it can be concluded

that individual AI-based approaches have specific advantages

and limitations in the context of mobile multi-hop networks.

While reinforcement learning and deep neural networks offer

adaptive and accurate routing, their computational complexity

can be a limiting factor. Conversely, heuristic algorithms such

as ACO and PSO enable efficient route optimization with

lower computational requirements but may be sensitive to

improper parameter configuration.

The combination of these methods in hybrid models rep-

resents a promising solution that integrates the robustness

of heuristic algorithms with the accuracy and adaptability of

machine learning models. This approach enables routing with

higher reliability, efficiency, and scalability, thereby improving

the overall performance parameters of MANET in the dynamic

conditions of future 6G networks.

E. Challenges and limitations of AI-based routing in MANET

Although AI-based routing in MANET offers significant

advantages, its application in real-world scenarios faces several

fundamental challenges. These challenges can be categorized

into four main areas: computational complexity, adaptability

to dynamic networks, security threats, and model reliability.

Each of these factors influences the practical implementation

of AI-based routing in 5G/6G networks and must be addressed

with effective optimization strategies.

F. Computational Complexity of AI Algorithms

AI-based protocols, particularly those utilizing machine

learning (ML), reinforcement learning (RL), or deep neural

networks (DL), require high computational power for data

analysis and optimal route prediction. This factor is especially

critical in nodes with limited computational resources, such as

mobile devices, sensors, and drones [11] [16].

Main challenges:

• Real-time model inference – RL algorithms must contin-

uously update their decisions based on changing network

conditions, increasing the load on the processor and

memory [11].
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TABLE I
COMPARISON OF SELECTED AI-BASED AND TRADITIONAL ROUTING ALGORITHMS IN MANET [10], [15], [1]

Algorithm Approach Advantages Disadvantages
AODV Reactive routing Low routing overhead in static conditions Increased latency during frequent topology changes
DSR Source routing Efficient in small networks, low overhead Increased control packet overhead in large networks

DSDV Proactive routing Stable and predictable routes High overhead in frequent topology changes
RL Adaptive decision-making Improved packet delivery ratio High computational costs

Neural Networks Route prediction Efficient routing Requires extensive training data
ACO Pheromone-based optimization Suitable for dynamic networks Possible network congestion
PSO Swarm-based path selection Low overhead High sensitivity to parameters

Hybrid models Combination of AI techniques High routing accuracy Complex implementation

• Training and prediction at the network edge – AI models

are often trained centrally and then deployed to dis-

tributed nodes, causing adaptation issues in new condi-

tions [16].

• Energy consumption – Computationally intensive AI

algorithms reduce battery life, which is a significant

problem in scenarios where nodes cannot be regularly

recharged or have their batteries replaced [2].

Possible Solutions:

• Using lightweight ML models – Reducing model com-

plexity and employing optimized techniques such as

quantized neural networks can lower computational over-

head.

• Federated learning – Instead of sending raw data to a

central node, models are trained locally on nodes and only

updated parameters are synchronized, reducing energy

consumption and communication costs.

1) Adaptability of AI models to dynamic networks: Fre-

quent changes in MANET topology impose high demands on

routing algorithms. Traditional AI models rely on historical

data, which can lead to incorrect predictions in unforeseen

situations. Main challenges:

• Unanticipated changes in network topology – AI models

often fail to respond quickly enough to drastic changes in

MANET, such as sudden node failures or the emergence

of new paths [3].

• Model generalization – Traditional ML models struggle

to adapt to new, unseen scenarios, leading to suboptimal

routing [16].

Possible Solutions:

• Online learning (continual learning) – Allows models

to adapt in real time instead of relying on pre-trained

models.

• Combining AI with heuristic methods (hybrid ap-

proaches) – The integration of ACO and RL enables

better adaptation to network dynamics without requiring

constant retraining of models [10].

2) Security risks of AI-based routing: AI models are sus-

ceptible to adversarial attacks, where an attacker manipulates

input data to cause the AI algorithm to make incorrect routing

decisions. This vulnerability poses a serious security risk in

critical MANET applications, such as military missions or

rescue operations. Main Security Threats:

• Adversarial attacks on ML models – An attacker can

introduce subtle changes to routing metrics, leading to

incorrect route predictions [17].

• Manipulation of RL rewards – An attacker can influence

feedback in RL algorithms, training the system to adopt

inefficient or even malicious routing strategies [18].

Possible Solutions:

• Adversarial training – AI models can be trained to detect

and resist manipulative inputs.

• Hybrid security architecture – Combining AI with tradi-

tional security mechanisms, such as intrusion detection

systems (IDS), can enhance network protection.

3) Reliability of AI-based protocols in practice: Although

AI offers predictive routing and performance optimization,

its deployment in real-world MANET environments raises

questions about reliability and stability [11]. Main Challenges:

• Failure of models in critical situations – If an AI model is

not properly trained on rare but critical scenarios, it may

fail or behave unpredictably in certain situations [19].

• Catastrophic forgetting problem – DQN and RL models

tend to forget old knowledge when learning new strate-

gies, which can lead to routing instability [11].

Possible Solutions:

• Utilization of meta-learning – Techniques such as MAML

(Model-Agnostic Meta-Learning) enable rapid adaptation

to new conditions without losing previous knowledge.

• Enhancing the robustness of RL algorithms – Combining

dual learning and knowledge transfer between RL agents

can improve the stability of routing decisions.

III. IDENTIFICATION OF PROBLEMS AND DIRECTIONS FOR

FUTURE RESEARCH

A. Solved and unsolved problems

AI-based routing in MANET has brought significant im-

provements in efficiency, adaptability, and network parameter

optimization. Despite these advancements, key challenges re-

main that limit its widespread deployment:

• Computational complexity and scalability – Most ad-

vanced AI models require high computational capacity,

which poses a challenge for resource-constrained nodes.

Effective deployment requires optimizing computational

processes and distributing the computational load among

nodes [20].

• Energy efficiency – AI algorithms can predict optimal

routing paths with lower energy consumption; however,

their real-time implementation can paradoxically increase

energy demands. Therefore, more efficient models must

be developed to minimize computational overhead while

maintaining reliable routing [20].

• Security and resilience against adversarial attacks – AI-

driven routing is vulnerable to adversarial manipulations

that can affect decision-making mechanisms. Malicious

inputs can lead to incorrect routing decisions or overload

specific nodes, disrupting network stability. Robust de-

fense mechanisms are therefore essential to protect AI

models from such attacks [21].
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• Dependence on available data – Machine learning models

used for routing are trained on historical data, which may

limit their ability to respond to unexpected changes in

network topology. Poor generalization leads to increased

latency and suboptimal decision-making, particularly in

unpredictable MANET scenarios [22].

B. Future research directions

To overcome the aforementioned challenges, future research

in AI-driven routing for MANET can focus on the following

key directions:

• Development of computationally efficient AI models –

Optimization of neural network models for resource-

constrained environments by utilizing techniques such as

quantization, model pruning, or low-complexity learning

methods. The goal is to achieve high performance while

minimizing computational and energy consumption [23].

• Federated learning for distributed routing – A decen-

tralized approach to training AI models, allowing nodes

to collaboratively learn models without the need for

centralized data sharing. This method can ensure higher

levels of privacy protection and data security [24].

• Integration of blockchain technologies – Leveraging

blockchain to enhance transparency and trustworthiness

in routing decisions. Distributed consensus mechanisms

can provide protection against malicious tampering with

routing tables and improve overall network robustness

[25].

• Dynamic real-time adaptation strategies – Applying re-

inforcement learning (RL) and meta-learning to continu-

ously adjust routing strategies based on real-time network

conditions. The goal is to ensure routing protocol flexi-

bility and network performance optimization in dynamic

environments [26].

• Hybrid solutions combining heuristic and AI methods –

Combining AI with classical heuristic algorithms, such

as ACO and PSO, can improve routing adaptability in

dynamic networks while maintaining low computational

complexity. Hybrid solutions can leverage AI’s predic-

tive capabilities alongside the efficiency of biologically

inspired algorithms for route optimization [8].

The implementation of these research directions can sig-

nificantly enhance the efficiency, security, and scalability of

AI-driven routing in MANET, opening new possibilities for

its deployment in future 6G networks.

IV. CONCLUSION

In conclusion, the application of artificial intelligence in

MANET routing represents a promising approach to enhanc-

ing network performance and robustness. By leveraging AI

techniques, researchers can develop adaptive, efficient, and

secure routing protocols that are better suited to the dynamic

nature of mobile ad-hoc networks. As the demand for robust

communication systems continues to grow, particularly in the

context of 6G, integrating AI into routing protocols will be

crucial in addressing the challenges posed by mobile and

dynamic environments.
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Abstract—Due to the European Union's commitment to 

achieving climate neutrality by 2050, the use of renewable energy 

sources is developing rapidly in Europe. The Slovak Republic, as 

a member of the European Union, must play its part in achieving 

the set targets, and therefore the share of renewable energy 

sources in the country's energy mix is also growing in Slovakia. 

The number of connected electricity sources using renewable 

energy sources in the electricity system of the Slovak Republic is 

constantly growing. Such sources represent decentralized 

generation, which is, however, unstable due to its weather 

dependency. 

At present, mainly small photovoltaic (PV) power plants (up 

to 10.8 kW) are being connected to low-voltage distribution 

systems. However, the impact of such decentralized generation 

on grid operation has not yet been comprehensively studied. 

Therefore, this paper discusses ways to determine the adverse 

impacts of these sources on the power grid, as well as analyzes 

data measured in a real low-voltage distribution network to 

which single-phase and three-phase PV power plants are 

connected. 
 

Keywords—distribution system, electricity quality, 

photovoltaic power plants, renewable energy sources. 

I. INTRODUCTION 

Electricity is a product that should meet certain quality 

criteria [1]. In the case of low-voltage distribution networks, 

the distribution system operator is responsible for ensuring 

that the quality of electricity at the point of connection is 

maintained. 

The term "quality of electricity" refers mainly to voltage 

quality. Voltage quality is ensured if it has a sinusoidal 

waveform, a constant magnitude, a constant frequency, and, in 

the case of a three-phase system, if the three-phase voltages 

are symmetrical [2]. 

In Europe, the quality of electrical energy is dealt with in 

the EN 50160 standard. This standard defines, describes, and 

specifies the main characteristics of the voltages present at the 

supply terminals of users in public low-voltage, medium, 

high, and extra-high AC networks under normal operating 

conditions (it does not apply to exceptional situations such as 

fault clearance or emergencies) [2], [3]. 

II. PARAMETERS FOR ASSESSING THE IMPACT OF THE SOURCE ON THE 

DISTRIBUTION SYSTEM 

EN 50160 defines various indicators for assessing the 

quality of electricity in the power grid and also lists their 

permissible values. The connection of a renewable energy 

source has a complex effect on the quality of electricity in the 

grid, but the greatest impact can be observed on: 

 the voltage magnitude, 

 the voltage unbalance. 

A. Voltage Magnitude 

The normalized nominal voltage (Uₙ) of a low-voltage 

electrical network is 230 V between the phase and the neutral 

conductor in three-phase, four-wire electrical networks [3], 

[4]. 

According to the standard STN EN 50160: 

 95 % of the ten-minute average effective values of 

the voltage must be within Uₙ ± 10 % during each 
one-week period, 

 all ten-minute average effective values of the voltage 

must be within Uₙ + 10 % / - 15 % [3]. 

B. Voltage Unbalance 

Voltage unbalance in a three-phase network is a condition 

where the voltage vectors in the individual phases are not of 

equal magnitude or do not have the same mutual phase shift 

[5].  

The voltages at the terminals of the generators connected to 

the power system are symmetrical, i.e. the voltage vectors 

have the same magnitude and the same mutual phase shift 

(120°) [5], [6].  

If the impedances of the individual elements of the power 

grid were equal in each phase and all loads connected to the 

grid were three-phase and symmetrical, the voltages in the 

power grid would be symmetrical [6]. 

Asymmetry occurs due to the uneven loading of the 

individual phases in a three-phase system (presence of single-

phase appliances) [2], [7], but also due to the asymmetry of 

the electrical parameters (R, L, and C), mainly of the external 

air lines. The occurrence of asymmetry is also caused by 

disturbances in electrical networks (e.g., two-phase short 

circuit, connection of one phase to earth, etc.) [2]. 

Voltage Unbalance Calculation 

The voltage unbalance can be calculated in various ways. 

Among the most commonly used methods are: 
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1. According to IEEE (Institute of Electrical and 

Electronics Engineers) - by the ratio of the maximum 

deviation of phase voltages from the average value of phase 

voltages and the average value of phase voltages [2], [8], [9]: 

 þýIEEE (%) = max (|ΔýL1|; |ΔýL2|; |ΔýL3|)ýf̅ · 100 (1) 

where: þýIEEE is the voltage unbalance calculated according to IEEE ýf̅ is the average value of the phase voltages, calculated 

according to the relation [2], [10]: 

 ýf̅ = ýL1 + ýL2 + ýL33  (2) ΔýL1 is the deviation of the phase voltage in phase 1 from the 

average value of the phase voltages, calculated according to 

the relation [2]: 

 ΔýL1 = ýL1 2 ýf̅ (3) 

This relation (3) is valid by analogy for calculating the 

deviations in the other two phases [2]. 

2. According to NEMA (National Electrical Manufacturers 

Association) – by the ratio of the maximum deviation of the 

phase-to-phase voltages from the average value of the phase-

to-phase voltages to the average value of the phase-to-phase 

voltages [2], [8], [11]: 

 þýNEMA (%) = max (|Δý12|; |Δý23|; |Δý31|)ý̅ · 100 (4) 

where: þýNEMA is the voltage unbalance calculated according to 

NEMA ý̅ is the average value of the phase-to-phase voltages and is 

calculated according to the relation [2], [12]: 

 ý̅ = ý12 + ý23 + ý313  (5) Δý12 is the deviation of the phase-to-phase voltage between 

the first and second phases from the average value of the 

phase-to-phase voltages and is calculated according to the 

relation [2]: 

 Δý12 = ý12 2 ý̅ (6) 

This relation (6) is valid by analogy for the calculation of Δý23 and Δý31 [2]. 

3. as the ratio of the negative phase sequence to the positive 

phase sequence of the voltage (the "true definition") [2], [8], 

[13]: 

 �′ = ý(2)ý(1) · 100 (7) 

where: �′ is the voltage unbalance factor, ý(2) is the negative phase sequence of the voltage, ý(1) is the positive phase sequence of the voltage. 

This definition is based on the theory of decomposing an 

unbalanced system into symmetrical components (positive, 

negative, and zero phase sequence). A three-phase unbalanced 

system can be decomposed into three symmetrical 

components using Fortescue's method [2], [14]. 

This method is the most suitable for calculating voltage 

unbalance because it incorporates both the magnitude and 

angle of the voltage [6]. 

Elimination of Voltage Unbalance 

It is not possible to completely eliminate voltage unbalance 

in the electricity grid, but there are several ways to reduce it at 

least partially. These options include redistributing loads 

evenly across all three phases of the power network, reducing 

the unbalance of individual elements of the power network 

(e.g., lines), or using passive LC elements or active electronic 

devices (e.g., SVCs). The advantage of active elements over 

passive ones is that they can dynamically adjust the resulting 

unbalance [14], [15]. 

Voltage Unbalance Limit Value 

According to the standard EN 50160, 95 % of the ten-

minute average effective values of the negative phase 

sequence of the voltage must be within 2 % of the positive 

phase sequence of the voltage during each one-week period 

[3]. 

III.TECHNICAL REQUIREMENTS FOR CONNECTION TO THE DISTRIBUTION 

SYSTEM 

Only devices that do not endanger the reliability, safety, 

and operation of the distribution system can be connected to it 

[16]. Every device connected to the distribution system has 

certain feedback effects that affect the quality of electrical 

energy in the distribution system. Therefore, distribution 

system operators have established the maximum permissible 

feedback effects from the user on the distribution system. 

At the low-voltage level, the following applies: 

 the relative change in the RMS voltage caused by 

connecting a user's device to the distribution system 

must not exceed ± 3 % at the connection point 

compared to the voltage magnitude when the device 

is not connected, i.e., |Δu| f 3%, 

 the maximum level of voltage unbalance caused by 

connecting a single user's device to the network must 

not exceed 0.7 % [17], [18], [19]. 

If the distribution system operator determines that the 

impact of a device connected to the distribution system 

exceeds the permissible limit, the user responsible for 

operating the device must take corrective measures. 

Otherwise, the distribution system operator is authorized to 

interrupt or restrict the user's connection to the distribution 

system [20]. 

IV. ANALYSIS OF THE IMPACT OF PHOTOVOLTAIC POWER PLANTS ON THE 

LOW-VOLTAGE DISTRIBUTION SYSTEM 

On August 13, 2024, a measurement was conducted in a 

real low-voltage distribution network, to which approximately 

60 consumption points are connected, with PV power plants 

installed at ten of these points. The individual PV power 

plants differ in installed capacity and the number of phases. 

Three PV power plants are connected to the distribution 

network in a single-phase manner, while seven are connected 

in a three-phase manner. At each consumption point, the 

voltage of each phase (L1, L2, L3) was measured at ten-

minute intervals, as well as the active power supplied 

to/drawn from the distribution network at fifteen-minute 
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intervals. (Note: The active power flowing through the 

connection point of the consumption point to the distribution 

system was measured continuously, and the average value of 

the drawn/supplied active power from/to the network was 

subsequently calculated for the 15-minute time interval. 

During this time interval, due to the time-varying production 

of the PV power plant and the time-varying consumption at 

the consumption point, it could happen that both consumption 

and supply of active power from/to the grid occurred.) 

The aim of the measurement was to obtain data to 

determine the relationship between the production of the PV 

power plant and the voltage magnitude at the connection point 

of the consumption point to the distribution system, as well as 

to assess whether the voltage magnitude at the connection 

point is within the permissible limits. According to the EN 

50160 standard, the voltage magnitude at the connection point 

should be in the range of 230 V ± 10 %, i.e., between 207 V 

and 253 V. 

In the following section, an analysis is performed for 

selected consumption points. The graphs are created from the 

average values of drawn/supplied active power during fifteen-

minute intervals and from the average values of phase 

voltages during ten-minute intervals over a period of one day. 

Case 1 

This case represents a consumption point with a three-phase 

PV power plant, where the impact of the source on the voltage 

magnitude at the connection point did not exceed the 

permissible limits. 

 
Fig. 1  Time profile of three-phase active power transmitted through the 

connection point and the voltages of individual phases at the connection point 

– case 1 

Case 2 

This case represents a consumption point with a three-phase 

PV power plant, where the source caused an excessive 

increase in voltage magnitude at the connection point. 

 

Fig. 2  Time profile of three-phase active power transmitted through the 

connection point and the voltages of individual phases at the connection point 

– case 2 

Case 3 

This case represents a consumption point with a single-

phase PV power plant that had an excessive impact on the 

voltage magnitude at the connection point. 

 

Fig. 3  Time profile of three-phase active power transmitted through the 

connection point and the voltages of individual phases at the connection point 

– case 3 

In Fig. 1, Fig. 2, and Fig. 3, two graphs are presented: 

 the time profile of the three-phase active power (P) 

transmitted through the connection point of the 

consumption point over the course of one day, 
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 the time profile of the voltage (U) in each phase at 

the connection point of the consumption point over 

the course of one day. 

The graph of active power consists of three curves: 

 the blue curve represents the drawn active power 

from the low-voltage distribution network, 

 the orange curve represents the supply of active 

power to the low-voltage distribution network, 

 the gray curve indicates the sum of supplied and 

drawn active power. 

V. SUMMARY OF MEASUREMENT RESULTS 

From the graphs in Fig. 1 and Fig. 2, it is evident that the 

electricity production in the three-phase PV power plant 

directly affects the voltage magnitude at the connection point. 

Whether the impact of the PV power plant's operation on the 

voltage magnitude is within permissible limits depends on 

various factors, such as the installed capacity of the PV power 

plant, the draw at the consumption point, the weather, and the 

location of the consumption point within the electrical 

network.  

From Fig. 2, it can be seen that if the consumption at the 

consumption point is minimal during the day, weather 

conditions are favorable, and the installed capacity of the PV 

power plant is high (e.g., 10.8 kW), the operation of the PV 

power plant can cause the voltage at the consumption point to 

exceed the permissible value (i.e., 253 V).  

From the voltage time profile in Fig. 3, it can be seen that 

the electricity production in a single-phase PV power plant 

primarily causes an increase in the differences in voltage 

magnitudes across the individual phases, thus increasing the 

voltage unbalance at the connection point. However, it is not 

possible to calculate the voltage unbalance factor �′ from the 

measured values, as the measurement data do not contain 

information about the phase angles of the voltages in the 

individual phases. 

VI. NEXT DIRECTION OF THE WORK 

From the analysis of the data obtained from measurements, 

it follows that the operation of electricity sources using 

renewable energy sources affects the quality of electrical 

energy in the distribution system. Under certain 

circumstances, the impact can be so significant that the 

electricity in the distribution system will not meet the required 

quality standards. To prevent such situations, it is essential to 

thoroughly examine the influence of the operation of 

electricity sources using renewable energy sources on the 

distribution system to which they are connected and to adjust 

the operation of the sources as well as the operation of the 

distribution system accordingly. 

In the upcoming period, I will therefore focus on creating a 

model of a low-voltage distribution system with integrated PV 

power plants in a simulation program, with the aim of 

examining the impact of single-phase and three-phase PV 

power plants with various operating modes (different installed 

capacities and different power factors) on selected qualitative 

indicators of electricity. 
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Abstract— The increasing demand for electricity supply 

quality, along with the expansion of electromobility and 

decentralized energy production from photovoltaic (PV) systems, 

pose new challenges for the stability and management of the 

electrical grid. The necessity of DC to AC voltage conversion 

significantly affects power quality and grid stability, as charging 

electric vehicles (EVs) can lead to load imbalances and harmonic 

distortions. Additionally, overproduction from PV systems can 

strain the grid, making energy storage solutions essential for 

balancing supply and demand. 

This paper explores the efficient utilization of renewable 

energy sources and their impact on power quality in distribution 

networks. Reducing conversion losses can enhance overall system 

efficiency, particularly by utilizing direct current (DC) for EV 

charging, which eliminates double conversion losses. The study 

also examines the behavior of photovoltaic panels using the volt-

ampere (V-I) characteristic and discusses approaches modeling 

approaches. 

The role of smart grids is analyzed, highlighting their ability 

to integrate advanced information and communication 

technologies and automation for improved grid management. 

Smart grids enhance reliability, enable bidirectional energy flow, 

and support demand-side energy management. Furthermore, the 

paper discusses EV charging models and simulations, 

considering key parameters such as state of charge (SOC), 

energy consumption, and charging profiles. Various statistical 

methods and simulation approaches are explored to optimize EV 

charging strategies and minimize grid disruptions. 

 

Keywords—DC/AC conversion, Electromobility, Renewable 

Energy source, Smart grid.  

I. INTRODUCTION 

The demands for electricity supply quality are constantly 
increasing. The expansion of electromobility and 
decentralized energy production, especially from photovoltaic 
panels, presents new challenges for the stability and 
management of the electrical grid. The need for DC to AC 
voltage conversion is essential, affecting the quality of 
electrical energy and the overall stability of the grid. 

Charging electric vehicles can cause an unbalanced load on 
the grid, which negatively affects its stability. While home 
charging is convenient, it also comes with risks. The 
increasing number of rectifiers and inverters required for 
voltage conversion can complicate the situation, especially 
due to the injection of harmonic distortion into the grid. This 
harmonic distortion can lead to a deterioration of voltage 
quality, increased losses, and compatibility issues with 
electrical devices. 

Photovoltaic panels reduce the electricity consumption 
from the distribution grid, but their overproduction during 
peak periods can negatively impact the network. Since 

photovoltaic systems generate direct current (DC), its 
conversion to alternating current (AC) is necessary, and this 
process can also lead to harmonic distortions. Battery storage 
systems can help balance the fluctuations and improve the 
efficiency of renewable energy utilization. [1]. 

Work describes the issue of efficiently utilizing renewable 
energy sources and their impact on the quality of electrical 
energy in the distribution network. Minimizing conversion 
can increase the overall efficiency of the system. When 
charging with direct current (DC), double transformation is 
not required, allowing for the dedicated use of a DC source 
for charging and an AC source for grid connection or 
household power supply. 

II. PHOTOVOLTAIC ARRAY 

To understand the behavior of a photovoltaic panel, it is 
essential to familiarize oneself with the V-I (volt-ampere) 
characteristic. This characteristic defines how the current 
generated by the panel changes depending on the voltage and 
is influenced by several key parameters. The main factors 
affecting the energy production of a photovoltaic panel 
include the photogenerated current (Iph), the diode current 
under reverse voltage (ID), the number of series-connected 
cells (NS), the parallel resistance (RP), the series resistance 
(RS), and the thermal voltage of the junction (Vt). 

 � = �þℎ 2 �0 [þ�+�ýýýý�þ 2 1] 2 � + �þýþþ (1) 
 
These parameters determine how the panel behaves at 

different voltage and current levels, thereby affecting its 
overall performance. Analyzing the V-I characteristic of the 
panel is fundamental for optimizing its output under various 
conditions and for designing efficient photovoltaic systems[2]. 

 

 
Fig. 1. Volt-ampere characteristic 
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The goal is to create a model that uses as few parameters as 
possible while still accurately describing a wide range of 
curves. Simplified versions of the single-diode model exist, 
utilizing only four parameters. In this case, a version is used 
where the series resistance is neglected[3].  

 
Fig. 2. Model of ideal photovoltaic cell 

This model is easy to understand because it simplifies into a 
combination of linear and exponential functions. By setting  
Rs=0 and using normalized values for current and voltage, 
where the short-circuit current and open-circuit voltage are set 
to unit values, the equations are transformed into a more 
convenient form, making modeling easier[3]. 

 � = ��ý� , � = ��ý� (2) 
 
After substitution, the equation takes the following form: 
 � = 1 2 �ý�þ� [þ���ýý�þ� 2 1] 2 �þ��þ�þþ � (3) 
 
In photovoltaic panels, various faults such as shading or 

damage to the panel or individual cells can have a significant 
negative impact on the overall system performance. Shading a 
single panel can cause a drop in power output, and when 
panels are connected in series, the failure or shading of one 
panel can affect the entire string, as all panels in series must 
operate at the same current. Damaged panels, such as those 
that are short-circuited, can lead to voltage or current drops, 
reducing energy production. Even minor damage can have a 
disproportionately large impact on overall performance, 
making it crucial to optimize the design and operation of solar 
systems to minimize these losses[4]. 

III.SMART GRID 

A smart grid is an advanced, computer-controlled, 
bidirectional energy system capable of self-recovery, 
adaptability, resilience, and efficient forecasting in 
unpredictable situations. It is defined as an electrical system 
that utilizes information technology, bidirectional, cyber-
secured communication, and analytical intelligence in an 
integrated manner across electricity generation, transmission, 
substations, distribution, and consumption to achieve a system 
that is clean, secure, reliable, resilient, efficient, and 
sustainable[5]. 

Smart grids differ from traditional grids by providing a self-
regulating function that enhances their reliability. They 
integrate modern technologies such as the Internet of Things 
(IoT), advanced information and communication technologies 
(ICT), and intelligent algorithms that manage energy demand-
side requirements (DSE) in real-time. 

A smart grid consists of various components, such as the 
Energy Management System, Supervisory Control and Data 
Acquisition system, energy sensors, Static Var Compensators, 
and intelligent relays. The smart grid can overcome several 
challenges of traditional grids, such as one-way energy flow, 
fixed tariffs regardless of consumption, and inefficient energy 
measurement. [5]. 

Traditional grids rely on fossil fuels, which produce carbon 
emissions that harm the environment, so it is necessary to find 
new, efficient, and innovative solutions. Traditional electrical 
grids operate on a one-way energy flow and a centralized 
energy network. This one-way system affects energy 
distribution on a small scale. Such grids urgently require 
transformation to address fundamental issues related to energy 
management and protective schemes[18]. By deploying 
modern digital information and telecommunications networks, 
these grids can prevent outages and provide sustainable 
energy[5]. 

Smart grids have a crucial role in our society as they utilize 
renewable energy sources to generate clean electricity. 
Sustainable renewable energy sources, such as wind and solar, 
are used to meet the growing demand for electricity. However, 
renewable energy sources are dependent on weather 
conditions, which adds complexity to the regular operations of 
the grid. Therefore, it is necessary to implement various 
storage systems to balance the fluctuations caused by weather. 

Data obtained from smart grids are essential for solar 
panels and wind farms to supply energy to the grid and 
optimize its usage to meet the constantly changing energy 
demands[6]. 

IV. ELECTRIC VEHICLE CHARGING 

Electric vehicles (EVs) are typically divided into three 
categories: battery electric vehicles (BEV), plug-in hybrid 
electric vehicles (PHEV), and hybrid electric vehicles (HEV). 
Charging can be done in three ways: conductive, inductive, 
and wireless[17] . However, inductive and wireless charging 
are still in the early stages of development for widespread 
deployment. The development of chargers whether on-board 
or off-board has primarily focused on conductive charging, 
which ensures energy transfer through a physical connection 
to the vehicle. Most fast-charging stations use one of two 
configurations 3 AC or DC bus structures[7]. 

    AC bus structure: The three-phase AC bus operates with 
a voltage range of 250 V to 480 V (phase-to-phase voltage). 
Each charging unit contains an AC-DC rectifier and a DC-DC 
converter, which increases the number of power stages, costs, 
and system complexity. Nevertheless, this configuration is 
dominant in fast and ultra-fast charging stations due to the 
maturity of power electronics and the existing AC distribution 
infrastructure[7]. 

    DC-based structure: It includes a central AC-DC rectifier 
connected to an input low-frequency transformer. 
Photovoltaic sources, battery storage systems, and electric 
vehicles are then connected to the DC bus via DC-DC 
converters. This structure provides greater system flexibility 
and better handles faults on the grid side. Since the number of 
AC-DC rectifiers[8] is lower, efficiency is higher, and control 
is simpler. The problem with DC bus stations is the lack of 
established safety regulations, which becomes critical, 
especially during the operation of Vehicle-to-Grid (V2G) 
systems[9].  

Designing a model for electric vehicle charging will assist 
in the development and improvement of the operation of the 
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power grid and in preparing for the penetration of EVs[9]. 
Grid operators need to prepare for a high levels of EV 
penetration into the power system. The EV charging model 
provides operators with an overview of the impact of EV 
integration on the distribution network, allowing them to 
identify and prevent issues such as overload caused by 
uncontrolled charging. Uncontrolled EV charging can cause 
various problems, such as voltage fluctuations, transformer 
overload, power losses, and instability in the power system[9]. 

When modeling the residential EV charging profile, it is 
necessary to consider various parameters such as daily energy 
consumption, driving period, charging start times, charging 
power levels, EV battery capacity, initial state of charge 
(SOC₀), and final state of charge (SOC). The patterns of these 
parameters can be modeled by analyzing historical real data 
and selecting the most appropriate statistical methods that can 
model these parameters with matching distribution shapes. 
Probability density functions (PDFs) are important methods 
for identifying data distributions, such as gamma distribution, 
beta distribution, uniform distribution, and others. However, 
PDF methods sometimes fail to capture the distribution of real 
parameters precisely. The inverse transformation method can 
be used to generate random numbers from any probability 
distribution variable. The distribution of each parameter can 
be used to develop individual and aggregated EV charging 
profiles[10]. 

Several studies have proposed EV charging models based 
on real data or simulations[15]. For example, a model was 
created considering the behavior of EV drivers, using data 
from a North American university network. Monte Carlo 
simulation was used to model the daily charging profile in 
non-residential sectors, taking into account parameters such as 
charging power, initial state of charge, charging start time, 
and duration. In another study, a model was developed based 
on data from a Norwegian housing company, which included 
information on connection duration and the amount of energy 
charged[10]. 

Since historical EV charging data has not always been 
available, many studies had to rely on assumptions and 
surveys to model the parameters. Some assumed a constant 
daily driving distance and calculated the initial SOC from 
that. They also assumed that all EV owners would plug in 
their vehicles to charge immediately upon arriving home and 
would not disconnect the vehicle until the next day. Some 
studies used mathematical analyses to determine charging 
demand based on travel or charging behavior. However, not 
all models considered key parameters4 for example, the 
initial battery charge level or daily energy consumption during 
driving were not included, which could have affected the 
accuracy of the results[10]. 

V. EV CHARGING SIMULATION 

Charging electric vehicles is a random event, however, 
certain parameters can be predicted that may help in designing 
a simulation of a household using renewable energy sources to 
charge vehicles. key parameters include the electric vehicle 
battery capacity and energy consumption, state of charge 
(SOC) when connecting and disconnecting from the charger, 
and the power of the charging station. From the perspective of 
the electrical grid, it is important to know the time when the 
most vehicles connect to the charger, how long it takes to 
charge the battery to 90% SOC (which extends its lifespan), 
and the technical design of the charging system 3 such as 

onboard chargers, home charging stations[11], or the number 
of phases for connection (single, two, or three phases)[16]. 

To model the battery storage system of an electric vehicle 
in Matlab/Simulink, a controlled current source is used, which 
is driven by a signal and represents the equivalent of a current 
source. The simulation monitors three main factors: the 
characteristics of the photovoltaic (PV) system production, the 
characteristics of energy consumption, and the battery state. 
Input parameters and efficiencies are considered constant 
during the simulation, which, however, is not the case in 
reality, as the charging system control dynamically adjusts 
and modifies the charging power based on current 
conditions[12]. 

To maximize the lifespan of battery systems, the SOC value 
is maintained within the range of 20% to 90%, and for 
different vehicle models, this value may represent a different 
capacity. The capacity of a lithium-ion battery (LIB) is 
considered an indicator of the battery's health (Health 
Indicator 3 HI), which reflects the ability of the battery to 
deliver the required performance compared to a new battery 
and quantifies the extent of its degradation. Under laboratory 
conditions, the actual capacity of the battery is determined as 
the average of three complete charging and discharging 
cycles[12]. 

In real-world conditions, however, complete charging and 
discharging cycles are not practical, so instead of discharging 
capacity, charging capacity is used, as commercially available 
batteries have high coulombic efficiency. Therefore, in this 
study, charging data is used to calculate the battery pack 
capacity. To calculate the state of charge, the ampere-hour 
integral method, also known as the coulomb counting method, 
is employed, and its mathematical expression is given 
below[13]. ÿ��(þ) = ÿ��(þ0) + ∫ �(þ)ý�þþ0���þ (4) 

Where SOC(t) and SOC(t0) represent the state of charge of 
the battery pack at the time moments t and t0. I(t) represents 
the current of the battery pack at the time moment t, and Cact is 
the maximum available capacity of the battery pack. The 
maximum available capacity of the battery pack can be 
calculated using the inverse form of equation (4), which is 
expressed as follows: ���þ = ∫ �(þ)ý�þþ0ÿ��(þ) 2 ÿ��(þ0) = ý∆ÿ�� (5) 

It is clear that the key to accurately determining the battery 
pack capacity is obtaining an accurate SOC value. The 
capacity Q can be calculated by integrating the current 
recorded by the Battery Management System (BMS) [14] over 
time; however, precise determination of the SOC is 
challenging due to inevitable estimation errors in real-world 
BMS conditions. To address this issue, this study proposes a 
labeled capacity acquisition method that combines the inverse 
form of the ampere-hour integral method with correction 
methods based on Open Circuit Voltage (OCV) and internal 
battery resistance [13]. 

VI. CONCLUSION 

The growing integration of electric vehicles (EVs) and 
decentralized renewable energy systems, particularly 
photovoltaic panels, into the electrical grid presents both 
opportunities and challenges for the energy sector. As the 
demand for high-quality electricity supply increases, the need 
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for efficient energy conversion and grid stability becomes 
paramount. The conversion of direct current (DC) to 
alternating current (AC) plays a critical role in this context, 
particularly in systems such as home charging stations and 
photovoltaic arrays, where DC power is generated and must 
be converted for use within the grid. 

The use of photovoltaic energy reduces dependence on the 
grid, but its intermittent nature and the overproduction during 
peak periods can strain the system. This highlights the 
importance of optimizing energy management and minimizing 
the number of conversions between DC and AC to reduce 
inefficiencies and the risk of harmonic distortions. Smart grid 
technologies provide a solution by enhancing grid adaptability 
and stability, helping to manage renewable energy 
fluctuations, and improving the quality of electricity delivered 
to consumers. 

For electric vehicle charging, ensuring efficient integration 
with the grid is essential. Modeling the behavior of EV 
charging and understanding its parameters, and considering 
aspects such as the battery state of charge, energy 
consumption patterns, and charging infrastructure can help 
mitigate issues like grid overload and energy loss. The 
development of dynamic, real-time charging control systems 
and the use of advanced modeling techniques such as 
probability density functions (PDFs) for realistic simulation 
provide valuable tools for grid operators to prepare for 
widespread EV adoption. 

In conclusion, the study emphasizes the need for a holistic 
approach to managing the integration of renewable energy 
systems, electric vehicles, and energy storage, utilizing 
technologies such as smart grids, optimized charging systems, 
and accurate modeling techniques to ensure efficient, reliable, 
and sustainable energy production and consumption in the 
future. 

NEXT STEPS 

In the future, I plan to develop simulations in 
MATLAB/Simulink to address challenges related to 
integrating renewable energy sources and electromobility into 
the power grid. My goal is to compare different types of 
converters and analyze their impact on the grid through 
simulations. 

I also want to implement Vehicle-to-Grid technology using 
bidirectional charging at a distribution point. Additionally, I 
aim to design a hybrid system that combines photovoltaic 
panels and battery storage for electric vehicle charging. 

Another key focus will be analyzing the effects of different 
EV adoption scenarios on grid stability and efficiency. Lastly, 
I plan to compare predictions of daily charging cycles to 
better understand demand patterns and optimize charging 
strategies.  
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Abstract— In this paper, the effect of halloysite content on the 

quality and mechanical properties of thermoplastic starch-based 

polymer material was studied using melt flow index 

measurements and mechanical testing. The results of melt flow 

index measurements indicate improvement in the quality and an 

increase in viscosity with increasing filler content in the studied 

material. The results of mechanical testing confirmed the 

reinforcing effect of halloysite nanofiller. Deterioration of 

mechanical properties (tensile strength and elongation at break) 

was observed with increasing halloysite content. 
 

Keywords— thermoplastic starch-based material, 

nanocomposite, halloysite, melt flow index, mechanical testing  

I. INTRODUCTION  

Environmental pollution has become a topical issue 

nowadays. There is an effort to reduce it by replacing 

conventional plastics with biodegradable ones [1]. One of the 

most promising materials is thermoplastic starch (TPS) since it 

is produced from abundant and renewable raw material – 

starch, which is present in various plants, e.g. corn, potato and 

rice. TPS is produced by thermomechanical processing of 

native starch, in the presence of plasticizers which are needed 
to destroy hydrogen bonding between starch macromolecules 

and to create new bonds between starch and plasticizers 

molecules. The type and amount of plasticizers influence TPS 

properties [2][3]. 

In general, TPS mechanical properties are rather poor and 

not satisfactory for many applications. One of the possible 

solutions is to blend TPS with other biodegradable polymers 

(e.g. poly(butylene-adipate-co-terephthalate) or other 

polyesters) [4]. An example of the mentioned blends is material 

named AGENACOMP® F40. It has many advantages – it is 

biodegradable, home-compostable and colorable material with 
high TPS proportion [5]. However, for some modern 

applications like 3D printing, AGENACOMP mechanical 

properties need to be improved to produce long-lived products. 

Preparation of nanocomposites with AGENACOMP matrix is 

a promising way to improve properties of the resulting material. 

There is a large number of nanofillers available – organic and 

inorganic. Clay materials are often used because of their 

abundance and price. Halloysite, which is a relatively rare form 

of kaolinite with a wide range of application [6],[7] was chosen 

to improve mechanical properties of AGENACOMP® F40. 

It is very important to know some characteristics of polymer 
materials in view of their future processing and applications. 

The melt volume rate (MVR) obtained from melt flow index 

measurements gives information about the flowability of 

materials. MVR value [8] can help in choosing appropriate of 

methods for polymer processing, e.g. extrusion, injection 
molding, blow molding, rotational molding. Mechanical testing 

belongs to basic experimental methods used for 

characterization of new polymer materials. Mechanical 

properties (e.g., elongation at break and tensile strength) 

acquired from mechanical testing are very important for 

determination of possible application of the prepared materials 

[9].  

In this paper, the effect of the content of halloysite used as 

nanofiller in AGENACOMP matrix was studied using melt 

flow index measurements and mechanical testing.  

II. MATERIALS AND METHODS 

The studied samples were prepared at the Central European 

Institute of Technology in Brno, Czech Republic. Material 

AGENACOMP® F40 (AGRANA Stärke GmbH, Austria) was 

used as a polymer matrix, halloysite Imerys Premium (Imerys, 

France) with aspect ratio of 5 was used as a nanofiller and 

calcium stearate was used as a lubricator. The studied samples 

were prepared with different halloysite content – 0, 0.1, 0.2, 

0.5, 1 and 2 wt. % respectively. The calcium stearate content 
was 2 wt. %. AGENACOMP, halloysite and calcium stearate 

were processed in laboratory mixer (Brabender Plastograph EC 

Plus W50 EHT) for 7 min at 150°C and 60 rpm.  

Prepared samples were compression molded at 140°C using 

one minute preheating without pressure and an additional 3 

minutes with the applied force of 100 kN followed by cooling 

process with duration of 80 seconds. Dogbones type 5A were 

cut from compression molded samples with the length of 75 

mm and the width of 4 mm. 

Melt flow index measurements were carried out at 190°C 

using 2.16 kg load and 2 mm capillary die. Mechanical testing 
was carried out using tensile machine Zwick Roell Z005 with 

the preload of 0.1 MPa and rate 1 mm/s and the measurement 

rate 50 mm/s. All studied samples were tested seven times.  

III. RESULTS AND DISCUSSION 

The plastogram of AGENACOMP processing without 

nanofiller is depicted in Fig. 1. In the beginning, three torque 

peaks are observed due to chamber being filled up in three 

parts. When the chamber was filled, the torque successively 
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decreased which can be attributed to the melting of material and 

at a certain time a constant value is achieved which indicates 

that the duration of processing is sufficient. Plastograms of 

other prepared samples are very similar to plastogram of 

AGENACOMP [10].  

 
Fig. 1 Plastogram of preparation of AGENACOMP without nanofiller  

Melt flow index measurements provide very important 

information about rheological properties and quality of studied 

material. MVR value of AGENACOMP® F40 listed in material 

datasheet is 2 cm3/10 min while the value of material after 

extrusion is 2.8 cm3/10 min. An increase in MVR value 

indicates a degradation of initial material which is an 

undesirable effect. The prepared nanocomposite should have 
MVR value close to the value in the datasheet which indicates 

negligible material degradation. The MVR values for all 

samples studied are between 2 and 3.2 g/10 min (Fig. 2). 

Materials with this range of MVR values can be processed by 

extrusion, injection and rotational molding. By addition of 

0.1% of halloysite nanofiller, an increase in MVR value is 

observed. Higher MVR value indicates lower viscosity 

compared to initial AGENACOMP material. It could be caused 

by the degradation of polymer material during nanocomposite 

preparation. With increasing filler content, a decrease in MVR 

value is observed which indicates an increase in viscosity. A 

decrease in MVR value also indicates improvement in quality 
of nanocomposite for samples with 0,2% and higher percentage 

of halloysite content compared to pure matrix [8], [11], [12].  

 
Fig. 2 MVR value vs. filler content of studied samples  

Mechanical testing provides information on the elongation at 

break (εM) of studied samples (Fig. 3). With increasing 

halloysite content, a decrease in elongation at break is 

observed. A decrease is more conspicuous for samples with 1% 

and 2% filler content. By the addition of 2% nanofiller, the 

elongation at break decreases from 111% to 50%. The results 

of mechanical testing confirmed the reinforcing effect of 

halloysite nanofiller which is probably due to the appropriate 

dimensions of halloysite nanofiller which can be incorporated 

in the AGENACOMP matrix [13], [14].  
 

 
Fig. 3 Results of mechanical testing 

IV. CONCLUSION  

Melt flow index measurements and mechanical testing were 

used to study the influence of halloysite nanofiller content on 

the quality and mechanical properties of AGENACOMP 

matrix. The results showed that with increasing halloysite 

content:  

- the increase in viscosity is observed,  

- the quality of material is improved,  

- the halloysite reinforcing effect is confirmed by the 

decrease in elongation at break. 
The future research will be focused on the study of the effect 

of halloysites with different aspect ratios and other available 

nanofillers on the quality and mechanical properties of 

AGENACOMP. The nuclear magnetic resonance 

measurements will be used to study the influence of nanofiller 

on structure and molecular mobility of prepared 

nanocomposites. The obtained data could provide more 

complex information about prepared nanocomposites and 

determine their areas of application.  
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Abstract—Connected and autonomous vehicles (CAVs) offload
tasks to multi-access edge computing (MEC) servers via vehicle-
to-infrastructure (V2I) communication, enabling the vehicu-
lar metaverse that digitizes physical environments. Physical-
to-virtual (P2V) synchronization through digital twins (DTs)
relies on ultra-reliable low-latency communication (URLLC).
We introduce radiance field delta video compression (RFDVC),
employing radiance field encoders and decoders with distributed
radiance fields storing compressed photorealistic 3D scenes. By
encoding differences between traffic frames and empty scene
frames from the same camera positions, our method efficiently
transmits data. Experiments show data savings up to 71% over
H.264 and 44% over H.265 codecs under varying conditions,
including lighting changes and rain.

Keywords—Autonomous driving, edge computing, radiance
fields, video compression.

I. INTRODUCTION

Connected and autonomous vehicles (CAVs) utilize ad-

vanced perception modules to process vast sensor data for real-

time environmental interpretation, executing computationally

intensive tasks such as localization and object detection to

ensure safe navigation. To meet these high demands, CAVs

offload processing tasks to edge computing servers using

vehicle-to-infrastructure (V2I) communication. Major tech-

nology companies are investing significantly in transforming

physical environments into digital spaces within the metaverse,

particularly focusing on vehicular applications [1]. A key

challenge is physical-to-virtual (P2V) synchronization [2],

which relies on V2I communication utilizing multi-access

edge computing (MEC) networks [3] and ultra-reliable low-

latency communications (URLLC) [4].

We introduce radiance field (RF) delta video compression

(RFDVC) to optimize V2I communication between CAVs and

MEC servers. By storing static scene elements in distributed

RFs on both the sender and receiver, RFDVC eliminates the

need to repeatedly transmit this data. Only the differences,

Delta-frames, between actual vehicle frames and RF-frames

are encoded and transmitted, reducing redundant data and

enhancing compression efficiency. This approach achieves no-

table throughput savings and reduces latency, which is crucial

for real-time communication.

II. RELATED WORK

Deep learning techniques have been employed to enhance

P2V synchronization and meet communication requirements

through video compression [5]. These methods often focus

on compressing intra frames, which significantly contribute

to overall bitrate by using standard video codecs for intra-

prediction. Other approaches utilize implicit neural repre-

sentations to transform individual frames [6], [7] or apply

learning-based compression to exploit temporal and binocular

redundancy in stereo videos [8].

Since 2020, neural radiance fields (NeRFs) [9] have ad-

vanced 3D scene reconstruction, enabling digital twin (DT)

applications without the need for LiDAR data transmission

over MEC networks. By employing implicit depth prediction

through volumetric rendering, NeRFs generate novel views

from sparse input data, encoded as multi-layer perceptrons

(MLPs) and rendered via volumetric ray-marching. Recent

developments of RFs, such as instant neural graphics prim-

itives (INGP) [10] and 3D gaussian splatting (3DGS) [11],

have reduced training and rendering times while enhancing

accuracy.

Traditional RF methods in autonomous driving (AD) face

scalability challenges, resulting in visual artifacts and reduced

fidelity in large outdoor environments [12]. To address this,

Block-NeRF [13] decomposes extensive scenes into multi-

ple compact, independently trained NeRFs. However, recent

solutions for large-scale scenes are hindered by significant

computational demands [14], [15].

III. EXPERIMENTAL RESULTS

RFDVC provides data savings over H.264 and H.265 codecs

via its lossy compression scheme. In URLLC applications,

frames are sent in small batches at 30 FPS for real-time com-

munication. Dynamic objects (e.g., vehicles or pedestrians) are

segmented as RGB masks, with the background as black pix-

els, termed Delta-frames. RFDVC uses adaptive quantization

to compress black regions efficiently, balancing data reduction

and quality. The 3DGS model achieves a peak signal-to-

noise ratio (PSNR) of 28.94 and structural similarity index

measure (SSIM) of 0.86. Delta-frame encoding with ground

truth (GT) RGB masks sets a compression efficiency upper

bound, compared to our delta segmentation (DS) algorithm,

which uses the segment anything model (SAM) to segment

dynamic objects.

Fig. 1 presents a box plot comparing the data savings of

RFDVC and video coding (VC) when employing either the

DS algorithm or GT masks for transmitting camera sensor data

under noon, evening, and wet conditions. The static RF models

used do not precisely match the actual conditions, leading to
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Fig. 1. RFDVC data savings, for both H.264 and H.265-based RFDVC
variants, utilizing masks obtained using DS method and GT masks in noon,
evening and wet conditions. H.264-based RFDVC savings are measured
relative to plain H.264 maskless frame compression, while H.265-based
RFDVC savings are measured relative to plain H.265 codec.

lighting discrepancies, especially notable in wet scenarios. For

RFDVC with the DS algorithm, the interquartile range of data

savings is 48% to 71% with the H.264 codec and 24% to

44% with the H.265 codec; higher resolutions result in greater

savings due to more efficient encoding of larger black regions.

Using GT masks, data savings range from approximately 65%

to 90% with the H.264 codec and 38% to 63% with the H.265

codec.
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Fig. 2. RFDVC data savings, for both H.264 and H.265-based RFDVC
variants, utilizing masks obtained using DS method and GT masks in rainy
weather conditions. H.264-based RFDVC savings are measured relative to
plain H.264 maskless frame compression, while H.265-based RFDVC savings
are measured relative to plain H.265 codec.

Fig. 2 presents the data savings achieved by RFDVC com-

pared to VC under rainy conditions, which are challenging due

to significant lighting changes and compression degradation

caused by the high-frequency content introduced by heavy

rainfall. Despite these difficulties, RFDVC attains data savings

within an interquartile range of 39% to 68% using the H.264

codec and 7% to 37% using the H.265 codec. When employing

GT masks, the data savings increase to approximately 68% to

90% with H.264 and 29% to 59% with H.265.

IV. CONCLUSION

This work proposes RFDVC approach based on RF-encoder

and RF-decoder architecture for V2I communication and P2V

synchronization within the vehicular metaverse. Distributed

RFs act as DTs, storing photorealistic 3D scenes in com-

pressed form. The results demonstrate that RFDVC achieves

data savings of up to 71% compared to the H.264 codec and

44% compared to the H.265 codec under various conditions,

including lighting changes and rain. Future research will focus

on pre-processing downstream tasks within the vehicular meta-

verse and adaptively updating RFs as needed. This strategy

aims to minimize latency and improve the accuracy of the

virtual environment, thereby optimizing real-time performance

for advanced vehicular applications.
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Abstract—Achieving full signal coverage for any device or
robot, regardless of their location within a factory, would
significantly improve operational efficiency and ensure seamless
communication in complex industrial environments. In this work,
we present dynamic neural radiance fields (NeRF) and reconfig-
urable intelligent surfaces (RIS), focusing on their fundamental
principles and operation, recent advances, and practical applica-
tions. The right synergy between these two fields offers enormous
potential for optimal wireless communication in the environment
of wireless robotics and achieving the aforementioned goal.

Keywords—Dynamic neural radiance fields, reconfigurable in-
telligent surfaces, wireless robotics.

I. INTRODUCTION

The collaboration of various robotic systems and devices

within a factory requires fast and efficient wireless commu-

nication. In industrial environments, communication is sig-

nificantly limited due to the numerous obstacles present in

the surroundings. In many cases, direct communication is not

possible due to the lack of line-of-sight (LoS) between robotic

systems. Since high-frequency wireless communication is dif-

ficult to pass through obstacles, it is crucial to find indirect

paths, utilizing reflections around obstacles.

To effectively reflect high-frequency electromagnetic waves

for wireless communication in the dynamic environment of a

factory, it is crucial to know the precise location and timing

of the signal receiver. Using dynamic NeRF [1], we can

obtain high-quality 3D reconstructions of dynamic scenes and

determine the position of the receiver at any given moment.

For optimal communication, RIS [2] can then be employed.

Based on the physical properties of waves and the information

about the receiver’s location, RIS reflects electromagnetic

waves directly to the receiver. The implementation of such

a synergy between these two fields could be the next step

toward achieving an autonomous factory.

II. DYNAMIC NEURAL RADIANCE FIELDS

Dynamic NeRF, like D-NeRF [1], add a temporal com-

ponent to the original NeRF framework [3] in order to

model 3D scenes that change over time. Unlike the static

NeRF, which represents fixed scenes by translating the spatial

coordinates and the view angle to the radiance and volume

density, Dynamic NeRF employs a deformation network that

learns a mapping between dynamic spatial coordinates and the

canonical space where the object is rendered in the reference

position. The second network is responsible for reconstructing

the RF out of the canonical space and transforming it to

the scene at some time t, which enables representation of

the scene in 4D. This enables Dynamic NeRF to capture

and reproduce scenes of objects in rigid or non-rigid motion

super realistically without multi-view cameras or ground-

truth 3D data. Even more detail and accuracy facilitates real-

time scene reconstruction, motion representation, and object

tracking through monocular image optimization.

A. Mathematical Formulation

A standard NeRF [3] models a static 3D scene as a

continuous function FΘ that maps spatial location and viewing

direction to color and density:

FΘ : (x,d) → (c, σ), (1)

where x = (x, y, z) represents a spatial location in 3D space,

d = (θ, φ) represents the viewing direction, c = (r, g, b) is

the color emitted from x along d, σ represents the volume

density at x.

A pixel color is rendered by integrating the radiance along a

camera ray using the classical volume rendering [4] equation:

C(r) =

∫ tf

tn

T (t)σ(r(t))c(r(t),d)dt, (2)

where tn and tf are near and far bounds, T (t) is the accumu-

lated transmittance defined by the formula:

T (t) = exp(−

∫ t

tn

σ(r(s))ds), (3)

which accounts for occlusion and light absorption along the

ray.

To model time-dependent deformations in dynamic scenes,

D-NeRF [1] introduces time as an additional input t, modify-

ing the radiance field to:

FΘ : (x,d, t) → (c, σ). (4)

Temporal redundancy cannot be properly exploited by just

knowing this function. Rather, D-NeRF breaks down the issue

into two main blocks:

1) Points in the dynamic scene are mapped to a canonical

space via a deformation field Ψt:

Ψt : (x, t) → ∆x, (5)

where ∆x is the displacement that transforms the point

x at time t into the canonical space.

2) In the canonical frame, a canonical radiance field Ψx

that predicts color and density:

Ψx : (x+∆x,d) → (c, σ). (6)

Fig. 1 depicts these two blocks.
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Fig. 1: Main blocks of the D-NeRF model [1]. The model comprises a deformation field Ψt, which maps scene deformations to a
canonical space, and a canonical field Ψx, which predicts volume density and view-dependent color for rendering dynamic scenes.

Instead of directly evaluating the radiance field at a de-

formed spatial position, D-NeRF first maps the point into a

canonical reference frame before querying its radiance and

density. The final rendering equation is then formulated by

incorporating the learned deformation field, ensuring a more

coherent representation of dynamic scenes:

C(p, t) =

∫ hf

hn

T (h, t)σ(p(h, t))c(p(h, t),d)dh, (7)

where p is pixel at time t, p(h, t) is the transformed point

in the canonical space and T (h, t) represents the accumulated

probability that a ray emitted from traverses the scene without

interacting with any particle:

p(h, t) = x(h) + Ψt(x(h), t), (8)

T (h, t) = exp(−

∫ h

hn

σ(p(s, t))ds). (9)

A reconstruction loss is used to minimize color discrepan-

cies between synthesized and ground-truth pixels. Specifically,

the mean squared error loss is employed, defined as:

L =
1

Ns

Ns
∑

r∈R

∥

∥

∥
Ĉ(p, t)− C ′(p, t)

∥

∥

∥

2

2

, (10)

where Ĉ(p, t) is the ground-truth pixel color, and C ′(p, t)
is the predicted pixel color at pixel p and time t. The loss

is averaged over Ns sampled rays to ensure accurate color

reconstruction and temporal consistency in dynamic scenes.

Scalar input values are mapped into a higher-dimensional

space via positional encoding to improve the neural network’s

representational power. The network can record fine-grained

spatial and temporal features thanks to positional encoding,

which applies a set of sinusoidal adjustments because typical

multilayer perceptrons find it difficult to learn high-frequency

fluctuations when using raw coordinate inputs. The encoding

function γ(p) is defined as:

γ(p) =
(

sin(2lπp), cos(2lπp)
)L−1

l=0
, (11)

where p represents the input coordinate, such as spatial loca-

tion, view direction or time, l is the frequency index. L is the

number of frequency bands used in the encoding.

B. Recent Advances

New architectures such as Instant-NGP [5] and FastNeRF

[6], which maximize hash encoding and grid-based representa-

tions to speed up training and rendering, have greatly increased

the efficiency of Dynamic NeRF. These methods enhance the

practical application of NeRF by enabling models to deliver

realistic, high-quality scene reconstructions in real time.

D-NeRF [1] and Neural Scene Flow Fields [7] use motion

fields which can express complex scene deformations more ac-

curately. The advancements of a fully convolutional approach

extend this capability to maintain high temporal coherence

with realistic moving objects, providing physically accurate

representations of reconstructed physical environments.

NeRFlow [8] enhances motion coherence and minimizes

artifacts in dynamic settings by incorporating optical flow es-

timation into NeRF-based systems. NeRFlow improves scene

understanding in situations where object motion is irregular or

non-rigid by fusing radiance fields with scene flow estimation.

K-Planes [9] is an innovative approach for modeling 3D

scenes that is both scalable and extremely effective in the

field of neural scene representations. By expanding on the

ideas of grid-based representations and tensor decomposition,

this method greatly increases memory usage and computing

efficiency. K-Planes is a significant advancement in the high-

fidelity, real-time representation of complicated 3D environ-

ments.

TiNeuVox [10] employs a voxel-based representation that

enables real-time updates of NeRF models, significantly im-

proving NeRF’s ability to adapt to changes in the environment.

Similarly, NeRFPlayer [11] is designed for smooth and inter-

active dynamic scene rendering, optimizing efficiency through

adaptive temporal encoding. By combining TiNeuVox’s real-

time adaptability with NeRFPlayer’s efficient playback, these

methods enhance NeRF’s usability in robotics, AR/VR, and

real-time simulations. Key development in real-time scene

perception is the integration of NeRF with simultaneous lo-

calization and mapping (SLAM), a development that enhances

both spatial understanding and real-time mapping capabilities.

NeRF-SLAM [12] synthesizes NeRF’s high-fidelity implicit

scene representation with SLAM’s capability for camera pose

estimation and environmental mapping, thereby addressing

critical limitations of traditional SLAM methodologies. Con-

ventional SLAM systems, particularly those relying on feature-

based methods, often encounter challenges in environments

with complex geometries, non-Lambertian surfaces, lighting

variations and textureless regions.

SCYR 2025 – 25th Scientific Conference of Young Researchers – FEEI TU of Košice

77



III. RECONFIGURABLE INTELLIGENT SURFACES

RIS [2] have become a promising technology to transform

wireless communication environments. RIS are almost pas-

sive devices that may dynamically modify the phase shifts,

reflection angles, and polarization to efficiently control signal

propagation.

A. Fundamentals

Electromagnetic wave manipulation serves as the foundation

for optimizing wireless communication through RIS. One of

the basic principles of RIS is passive beamforming [13],

where the surface intelligently reflects incident signals in the

direction of interest without active power amplification. This

relies on the precise manipulation of phase shifting of discrete

elements, leading to constructive or destructive interference

for enhancing signal strength or canceling interference. Pro-

grammable wavefront engineering [14] is another key principle

of RIS, enabling real-time adaptation to changing wireless

environments. By applying external control devices such as

gateways, microcontrollers, and inter-cell communication net-

works, combined with advanced optimization algorithms, RIS

have the ability to dynamically manage signal reflections to

enhance the quality of signals, eliminate interference, and

enhance spectral efficiency. This real-time tunability allows

RIS to optimize electromagnetic wave propagation, directing

signals to their destinations and saving energy.

When the signal arrives at the receiver through two possible

paths [15], namely the direct path from the transmitter and the

reflected path via a RIS. The RIS consists of N meta-surfaces,

each of which can independently adjust the angle and phase

of the reflected wave through its reflection coefficient Ri and

phase shift ∆φi, the received signal power Pr at the receiver

is calculated as follows:

Pr = Pt

(

λ

4π

)2
∣

∣

∣

∣

∣

1

l
+

N
∑

i=1

Ri × e−j∆φi

r1,i + r2,i

∣

∣

∣

∣

∣

2

, (12)

where Pt is the initial power of the signal emitted by the

transmitter, signal wavelength is denoted by λ and l represents

the direct distance between the transmitter and the receiver.

The distances r1,i and r2,i correspond to the path from the

transmitter to the i-th meta-surface and from the i-th meta-

surface to the receiver, respectively.

B. Design and Architecture

A typical RIS architecture [16] built with metamaterials

includes a control unit that can be either single-layer or multi-

layer, as well as a planar surface, as illustrated in Fig. 2 a). A

three-layer RIS design [17], for example, consists of a bottom

circuit board that controls the reflection coefficients using

a smart processor, such as a field programmable gate array

(FPGA), a middle copper layer that stops signal and energy

leakage, and an outer layer with several reflecting elements

printed on a dielectric substrate to manipulate incident signals.

Typically, the base station (BS) uses channel state information

(CSI) to determine the ideal reflection coefficients, which

are then sent to the RIS controller via a feedback link.

Frequent changes are not necessary because the CSI updates

take place over a far longer duration than the transmission

of data symbols. Each reflecting element, as shown in Fig. 2

a), incorporates a positive-intrinsic-negative (PIN) diode. By

Fig. 2: RIS’s architecture [16] with reflecting elements controlled
by PIN diodes to produce a phase shift of π radians.

adjusting the biasing voltage, the PIN diode switches between

"on" and "off" states, producing a phase shift of π in radians

[18], as illustrated in Fig. 2 b). To achieve more precise phase

control, multiple PIN diodes can be integrated into a single

reflecting element.

C. Current Applications

Robust wireless communication is crucial for mobile robots

in industrial settings [19], but obstacles like walls and machin-

ery disrupt signals, causing unreliable connectivity. Traditional

solutions, such as additional base stations, increase complexity

and energy use. RIS offers an efficient alternative by in-

telligently reflecting signals to optimize pathways, ensuring

stable connections. Strategically placed RIS panels enhance

mmWave communication, reducing energy consumption while

maintaining seamless connectivity. This technology improves

both data transmission and real-time control, essential for

autonomous robotic operations.

Accurate localization [20] is essential for autonomous sys-

tems in indoor settings like warehouses and smart factories,

but traditional methods suffer from signal degradation due to

multipath interference. RIS technology enhances positioning

by optimizing signal reflections, reducing errors, and enabling

precise tracking of robots and vehicles. This is particularly

beneficial in logistics and healthcare, where real-time asset

tracking is crucial. Studies show RIS-assisted localization

can achieve sub-meter accuracy, outperforming conventional

methods.

In hybrid aerial and ground-based vehicular communication

[21], RIS fall under the wireless communication technologies

that enhance efficient wireless communication, particularly on

high-frequency bands. This solution has the ability to boost

coverage, lower out of factors that result in outages, and

maximize the reliability of the connection by intelligently redi-

recting signals, especially in urban settings. The integration of

RIS with intelligent transportation systems allows for dynamic

network optimization through the strategic deployment of RIS

on vehicles, unmanned aerial vehicles and fixed infrastructure.

IV. SYNERGY OF DYNAMIC NERF, RIS AND FUTURE

DIRECTIONS

The synergy of dynamic NeRF and RIS enables intelligent

real-time adaptation of the environment, with dynamic track-

ing of objects to optimize signal direction even in challenging

non-line-of-sight (NLoS) environments. Their integration en-

hances wireless communication quality, enables more efficient

reconstruction of scenes, and enables the development of

new applications in autonomous systems, intelligent networks
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and immersive technologies. This approach offers new op-

portunities for precise signal control, lowering computational

complexity, and enriching physical-digital world interaction.

With dynamic NeRF, most of the problems have been

addressed, significantly improving existing implementations

that were previously solved less effectively. The biggest im-

provements have been in realistic rendering of dynamic scenes,

where dynamic NeRF can successfully reconstruct dynamic

objects with high quality and without artifacts. The other major

progress is also efficient depiction of movement, allowing

continuous rendering of deforms and natural transformations

in an environment without separate rendering of each frame.

Dynamic NeRF have also greatly increased data compression

and storage as, instead of requiring a huge amount of input

images, they learn with a neural network from merely a few

frames without the requirement for large storage space and its

resultant computational costs.

The application of RIS has managed to address most of

the fundamental wireless communication issues that previously

limited the reliability and efficiency of networks. One of the

most significant RIS accomplishments is overcoming NLoS

limitations, enabling signal redirection through obstacles, thus

eliminating traditional losses through buildings, walls or cars.

Another issue addressed is reducing network energy con-

sumption. RIS operates passively with no requirement for

signal amplification, thus offering less power consumption

than active relay stations and amplifiers. Spectral efficiency has

also been enhanced because RIS supports intelligent steering

of signals to the receiver, which creates negligible interference

and increased usage of available bandwidth in closely packed

networks. In addition, RIS has enabled precise beamforming

for authorized users with better network capacity planning

and higher quality of connection even in mobile and dynamic

networks. All these improvements have already improved the

performance of satellite and mobile networks, provided more

stable links to IoT devices, and built a basis for 6G network

construction and intelligent communication systems.

The integration of dynamic NeRF and RIS is a promising

but not yet fully investigated area that can significantly en-

hance existing implementations and facilitate new application

scenarios. In this combination, we see future research being

used in dense indoor settings such as factory plants and

industrial areas, where numerous devices, robots, and mobile

workers generate dynamic and challenging wireless communi-

cation environments. By reconstructing normal motion patterns

of individual objects using models of dynamic NeRF, their

trajectories can be predicted more precisely in real time.

With this information, RIS would then be able to smartly

direct wireless signals towards objects in motion, offering

stable and high-quality links even in very dense settings with

constant changes. Future research may focus on optimizing

wireless network efficiency and sensor reliability in dynamic

environments through this integration.

V. CONCLUSION

This paper highlighted the fundamentals of dynamic NeRF

and RIS. Since this synergy has not yet been extensively

explored, it presents the idea for future research and work,

suggesting that their integration could offer highly effective

solutions to practical challenges in complex environments.
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Abstract—The AMS-02 daily proton spectra captured from
2011 to 2019 provide the most precise and comprehensive cosmic
rays dataset. The data set consists of almost 3-thousand data
points and covers a broad energy range. The availability of
such an extensive dataset offers an opportunity to train machine
learning algorithms to complement or replace the traditional
methods for approximating the cosmic ray proton spectrum.
This study examines the linear correlation between the AMS-
02 dataset and space weather parameters obtained from NMDB
and OMNIWeb. If there is a linear correlation, correlation-based
feature selection can be applied and also linear machine learning
models may be suitable for our use case.
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I. INTRODUCTION

Cosmic rays play an important role in space physics. They

are high-energy particles that have implications in various

areas, including satellite operations [1], [2], human [3], [4], [5]

and astronaut safety [6], [7], and communication systems [8].

Because of that, predicting and understanding their behavior

could be beneficial. One of the most reliable sources for

daily cosmic ray spectra is the AMS-02 detector onboard the

International Space Station [9].

Forecasting cosmic ray flux has the potential to complement

traditional physics-based methods [10], which often struggle

with the complexities of the data. This study aims to test,

whether there is a linear correlation between the AMS-02

data and space weather parameters. The data sets used in the

study focus on solar, interplanetary, and Earth’s magnetosphere

parameters within the time range that aligns with the AMS-02

data, from 2011 to 2019. The parameters were extracted from

the OMNIWeb1 and the NMDB database2, which offers data

from the Oulu neutron monitor (NM).

II. CORRELATION-BASED FEATURE SELECTION

Feature selection is a critical step in the machine learning

process. In Table I, we present the correlation values between

the AMS-02 intensity data and the space weather parameters

from OMNIWeb and NMDB for the first bin, corresponding to

rigidities from 1.00 GV to 1.16 GV. The table shows that some

1https://omniweb.gsfc.nasa.gov/form/dx1.html
2https://www.nmdb.eu/

space weather parameters correlate significantly with the target

AMS-02 intensity data, achieving correlation values higher

than 0.70. By using these highly correlated features, whether

positively or negatively, during model training, we can enhance

the performance of linear algorithms. This approach is known

as correlation-based feature selection.

TABLE I
CORRELATION OF FEATURES WITH AMS-02 INTENSITIES FOR THE 1. BIN

(RIGIDITIES 1.00-1.16 GV).

Parameter Correlation with 1. bin

(Rigidities 1.00-1.16 GV)
NM Intensity 0.939

Lyman_alpha -0.869

R (Sunspot No.) -0.718

Dst-index, nT 0.210

sigma-theta V, degrees -0.197

RMS_BZ_GSE, nT -0.191

Scalar B, nT -0.190

Vector B Magnitude, nT -0.169

RMS_field_vector, nT -0.138

RMS_BY_GSE, nT -0.116

sigma-phi V, degrees -0.110

ap_index, nT -0.064

Long. Angle of B (GSE) 0.059

sigma-T, K -0.059

Kp index -0.057

BY, nT (GSE) -0.052

BY, nT (GSM) -0.049

SW Plasma Speed, km/s 0.040

E electric field 0.040

RMS_BX_GSE, nT -0.036

Lat. Angle of B (GSE) -0.033

BZ, nT (GSM) -0.033

RMS_magnitude, nT -0.031

SW Plasma flow lat. angle -0.029

SW Plasma flow long. angle 0.025

SW Plasma Temperature, K -0.021

BZ, nT (GSE) -0.013

sigma-V, km/s -0.003

BX, nT (GSE, GSM) 0.002

We can see a high positive correlation with the feature "NM

Intensity" from the Oulu neutron monitor, with a strong pos-

itive correlation of 0.939. It indicates a direct and substantial

linear relationship. Feature "Lyman_alpha", indicating solar

radiation variations, shows a strong negative correlation of -

0.869, suggesting that as the Lyman Alpha index decreases,

the intensity measured in the first bin increases. Similarly,

the parameter for the sunspot number "R" has a negative
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correlation value of -0.718. This suggests that lower sunspot

numbers correspond with higher intensities in the provided

bin.

We can see the moderate positive relationship in the "Dst-

index, nT" parameter, known as the intensity of geomagnetic

storms, with a decent value of 0.210. Even though it is much

lower than the first three parameters, it is still a good candidate

for inclusion because it suggests it will affect the prediction

accuracy. Features like "BX, nT (GSE, GSM)" and "BZ, nT

(GSE)", known as components of the magnetic field given in

both Geocentric Solar Ecliptic (GSE) and Geocentric Solar

Magnetospheric (GSM) coordinates, have correlation values

close to zero, suggesting they have almost no linear impact

on the target bin. In the correlation-based feature selection,

we exclude those features based on the desired threshold.

It is notable that correlations do not imply causation and a

high correlation between two variables does not necessarily

mean that one causes the other. Other external variables

might also influence the feature and the target measurement,

and the correlation analysis can overlook potential nonlinear

relationships between variables. In a follow-up study, we can

recognize such complex interactions with causality feature

selection techniques or exploratory data analysis [11].

III. LINEAR REGRESSION FOR APPROXIMATING AMS-02

DATA

Linear regression is a foundational algorithm that aims to

find relationships between the independent and target variables

through a simple linear equation. We include only the most

relevant features with significant relationships in the linear

regression model by correlation-based feature selection. By

applying linear regression to predict AMS-02 energy bin

intensities, we gain a straightforward comparable benchmark

against more complex models like XGBoost.

This approach may not capture complex interactions in the

data, but it allows us to establish a baseline performance.

Even such a simple algorithm can tell how well basic linear

assumptions hold in our dataset. When working with multiple

features, as is our case, these variables can exist on vastly

different scales. To solve this, we employ a preprocessing

step to scale the feature space; in our case, we add a pipeline

with StandardScaler. This preprocessing step transforms each

feature into a mean of zero and a standard deviation of one.

Standardization ensures that each feature contributes equally

to the model’s predictions.

The table II provides a comparison between the R
2 test

scores for the linear model using multiple features (N =

15) and a single feature (N = 1), where we used only the

highest correlating NM Intensity feature. As can be seen,

when we feed the linear model by multiple features (N =

15), it consistently shows higher test R2 scores across all bins

compared to the linear model of single feature (N = 1). The

performance of the multi-param linear model is very accurate

in 8th to 22nd bin, where results surpass the R
2 score of 0.95.

For higher bin numbers, test R2 scores decrease across both

models. Despite lower overall scores for the linear model with

single feature (N = 1), it performs sufficiently in many bins,

especially the initial ones. Having only one feature balances

complexity and accuracy. The simplicity of using only one

feature, NM Intensity, reduces training and computational

complexity.

TABLE II
R2 SCORES COMPARISON ON TEST DATA OF 2 LINEAR MODELS FOR

DIFFERENT FEATURE SETS COMPARED TO AMS-02 DATA

Bin N = 15 Linear R2 N = 1 Linear R2

1 0.9105 0.8682

2 0.9192 0.8771

3 0.9263 0.8852

4 0.9327 0.8940

5 0.9382 0.9009

6 0.9437 0.9082

7 0.9473 0.9142

8 0.9520 0.9212

9 0.9551 0.9268

10 0.9593 0.9345

11 0.9623 0.9410

12 0.9665 0.9492

13 0.9707 0.9569

14 0.9735 0.9633

15 0.9758 0.9688

16 0.9777 0.9727

17 0.9785 0.9760

18 0.9786 0.9774

19 0.9755 0.9754

20 0.9733 0.9721

21 0.9665 0.9631

22 0.9534 0.9460

23 0.9385 0.9263

24 0.9204 0.8956

25 0.8603 0.7957

26 0.7355 0.6120

27 0.4930 0.2926

28 0.2436 0.0357

29 0.1179 -0.0004

30 0.0579 0.0058

Fig. 1. Effect of number of features on Test R2 score, where blue indicating
N=1 features, orange N=3, green N=4, red N=15 and purple N=25

In the figure 1 we evaluated the impact of increasing the

number of features on model performance across various

data bins. By monitoring the Test R
2 scores, we identified

specific points where adding more features led to significant

improvements. For most bins, a transition from a single feature

to two or three features resulted in immediate improvement

in performance. From the 4 features, the improvements in

the higher number of features were not that significant. This

suggests that initial feature additions capture substantial ad-

ditional information that benefits model predictions, but less

correlating parameters do not affect the results that much.

IV. CONCLUSION

Our study explored the relationship between AMS-02 cos-

mic ray data and various solar and geophysical parame-

ters, aiming to improve the prediction accuracy of cosmic

ray intensities through machine learning approaches. Using

correlation-based feature selection, we successfully identified

critical parameters such as NM Intensity and Lyman Alpha,
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which exhibited very strong relationships with the AMS-02

cosmic ray flux.

Linear regression can serve as a baseline for comparing per-

formance with more sophisticated machine learning methods.

It effectively captured linear relationships and demonstrated

strong results. The linear model utilizing multiple features

achieved higher accuracy than the single-feature model, with

the R
2 score exceeding 0.95 in several bins. An analysis of the

feature count revealed that improvements in prediction scores

occur when more than three features are incorporated. Adding

more than four features continues to enhance the prediction

score, but these improvements become less substantial.

This study’s findings indicate that even basic feature selec-

tion methods can be highly effective. Future research should

investigate more advanced machine learning models, such

as XGBoost or neural networks, alongside causality-driven

feature selection techniques to uncover deeper correlations

between cosmic rays and their complex interactions with solar

and geophysical phenomena.
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Abstract— The biggest challenges in power module packaging 

are to ensure high level of module reliability, to achieve the best 

possible thermal management and heat dissipation, to miniaturize 

the modules and to optimize the resulting product price. This 

article reviews the current technological solutions in the field of 

power module packaging and describes the individual 

technological operations. Also, it discusses the current trends in 

the field of power module packaging and identifies some 

individual problems. 
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solder foil 

I. INTRODUCTION 

Currently, we can see that the areas of use of power 

electronics are increasing. Frequently used devices are power 

modules. The power electronic module, or power module for 

short, consists of several power components that create a 

functional unit. The power module may also include thermal 

protection or additional electronics. The use of power modules 

is especially in high-power applications, such as high-power 

converters for electric (EV) and hybrid vehicles (HEV), energy 

storage systems (ESS), solar electricity production, motor and 

traction drives, uninterruptible power supplies (UPS) and smart 

systems. 

II. LITERATURE REVIEW AND ANALYSIS 

Power modules are the basis of many applications that 

require high performance. Power modules can have different 

size, shape and construction according to the type of use and 

function (e.g., IGBT, MOSFET, diode or thyristor) [1]. 

The basic structure of the power module (Fig. 1) consists of 

several dies (silicon chips), solders, DBC (direct bonded 

copper) substrates, solder foils (preform), TIM (thermal 

interface material), heatsink, wire bonds and terminals.  

 

Fig. 1 Typical structure of the power module. 

The subject of power module packaging research is to solve 

several problems. Among them we can include the distribution 

of temperature fields, the incompatibility of materials due to 

different coefficients of thermal expansion (CTE) (Tab. I) and 

many other material-technological aspects. 
TABLE I 

CTE OF POWER MODULE COMPONENTS [2] 

Component Material CTE (10-6/K) 

Bond wire Aluminum 23 

Metallization layer Aluminum 23 

Die Si/SiC 3/3.4 

Die solder 96.5Sn3.0Ag0.5Cu 21 

DBC 

Copper 17 

Ceramics (Al2O3/AlN) 6.5/5.2 

Copper 17 

Substrate solder 96.5Sn3.0Ag0.5Cu 21 

Baseplate Cooper 17 

TIM - - 

Heatsink Aluminum 23 

 

The manufacturing process includes several technological 

processes, with each procedure having specific requirements. 

A solder is used as the basic connection element of individual 

components in power modules, which is a long-term reliable 

solution. The solder paste is used between the die and the DBC 

substrate, which is applied to the DBC substrate with a stencil. 

After fitting the die on the solder paste, the solder paste is 

reflowed. After cooling, a joint is formed between die and the 

DBC substrate. 

The electrical wiring between the dies (e.g., IGBT and diode) 

or die and DBC is provided by Al or AlSi ultrasonic wire 

bonding process [2]. The solder foil is used to create a large-

area joint between the DBC substrate and the baseplate.  

The baseplate serves as a mechanical support for the power 

module and can be connected to a heatsink by means of screws 

for heat removal [3]. The TIM is used between the heatsink and 

the baseplate for better thermal conductivity. The finished 

module is closed with housing and filled with silicone gel or 

epoxy.  

A. Substrate 

The substrates are mechanical support for dies, ensure 

electrical insulation and significantly contribute to the heat 

dissipation process from the power components. The substrates 

typically consist of insulating material (ceramics) and two 

conductive layers on the upper and lower sides of the insulating 

material. 

The substrate is based on ceramic material that is 

characterized by defined thermal conductivity, temperature 

expansion, density, strength, fracture toughness and Young’s 
modulus. In the formation of substrates, ceramics materials 

aluminum nitride (AlN), aluminum oxide (Al2O3), silicon 

nitride (Si3N4) and zirconia toughened alumina (ZTA or Zr-
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Al2O3) (Tab. II) are used, on both sides of which a metal layer 

of defined purity and thickness is attached. These materials are 

characterized by good resistivity (insulating properties), high 

thermal conductivity and resistance to cyclic temperature 

changes, low dielectric loss, good adhesive properties, high 

strength, and thermal stability. 
TABLE II 

SELECTED PARAMETERS OF CERAMICS [4],[5] 

Material 

Bending 

strength 

(MPa) 

Dielectric 

strength 

(kV/mm) 

CTE 

(10-6/K) 

Thermal 

conductivity 

(W/mK) 

Al2O3 500 15 7 - 9 24 

AlN 450 15 5 - 6 170 

ZTA 700 25 7 - 10 27 

Si3N4 700 25 3 - 4 90 

 

A common type of substrate used for power electronics is 

DBC. The DBC substrate is made by combining ceramic 

( y      y      o  A ¢O£ o  A N) with copper plates on both 

sides (Fig. 2). The manufacturing process consists of heating 

the materials in a nitrogen atmosphere to the eutectic point 

temperature (1063 - 1083 ° ). After cooling, a solid bond is 

formed between the materials. These substrates provide high 

thermal conductivity, excellent electrical insulation, and 

superior reliability, making them ideal for high-power 

applications such as electric vehicles, power modules, and 

renewable energy systems. A similar procedure is also used to 

create DBA substrates, but the temperature of the eutectic point 

is lower (around 650 ° ). 

 

Fig. 2 Structure of DBC, DBA and AMB substrates. 

Another type of substrate is AMB (Active Metal Brazing). It 

is an advanced technology in the field of substrate fabrication 

for power electronics. A eutectic alloy (e.g. 72Ag28Cu) 

supplemented with a small amount (2 - 8%) of an active 

element (e.g. titanium) is used to join the ceramic material 

(typically Si3N4, but A ¢O£ or AlN are also used) and the metal 

layer (most often copper). AMB substrates achieve bonding 

through a chemical reaction between ceramics and active metal 

brazing paste at high temperatures (750 – 1000 ° ) in vacuum 

atmosphere [6].  

The advantages of using AMB, especially with Si3N4 

ceramics over DBC are higher mechanical strength and 

resistance to cracking. Also, AMBs reduce the risk of 

delamination and have increased resistance to thermal stress. 

The advanced bonding method minimizes defects, improving 

the reliability and durability of power modules. 

B. Die attach 

Attaching a die is the process of attaching a die to a substrate. 

It is the connection of the die (made of Silicon – Si, Silicon 

Carbide – SiC or Gallium Nitride – GaN) to the top copper layer 

of the substrate (e.g., DBC) in dependence on the electrical 

wiring. The connection between the die and the substrate can 

be made using a eutectic bond, solder or adhesive. The most 

used method of making the connection is by using solder in the 

form of solder paste using a screen-printing process or stencil 

printing process. Lead-free and especially void-less paste based 

on SAC305 or SnAg3.5 is used as standard. Reflow solder 

paste is usually realized by Vapour Phase Soldering process 

with a maximum reflow temperature of approximately 260 ° . 

The basic requirement is almost zero voids. The soldering 

process is dependent on the amount of paste applied, which 

must not penetrate beyond the die surface after reflowing. The 

joints are formed in a precisely controlled process. The dies go 

through the soldering process twice (the first time when the dies 

are mounted and the second time when the substrates are 

mounted). It is important to ensure that the die surface finish is 

not damaged, and the die delaminated after the second reflow. 

A new trend in the field of dies attach is the use of sintering 

solder paste based on silver particles (nano-Ag paste). [7] The 

first step in the sintering process (Fig. 3) is to clean the input 

materials (dies and substrates). The second step is to apply the 

nano-Ag paste to the substrate surface by screen printing. The 

third step is to mount the die on the applied nano-Ag paste. 

After the die is mounted, the thickness of the applied paste may 

change, which must be considered in the second step. The last 

step is thermal treatment in two stages: debinding (or paste 

drying) and sintering (either, with or without pressure) [8]. 

 

Fig. 3 Sintering die attach process a) dispensing the nano-Ag paste b) nano-

Ag paste before die attach c) die attach d) sintering. 

The use of nanoparticles reduces the temperature (generally 

  ou  300 ° )  n     ssu    u  ng  h  s n    ng   o  ss. Nano-

Ag paste offers better thermal (200 – 250 W/mK) and electrical 

conductivity over standard solder, improving thermal 

dissipation and efficiency. It withstands higher temperatures 

(more than 800 ° )  n   n    s  o     o u  s  o o       
above 200 ° .  h  s n    ng   o  ss       s vo  -free, strong, 

and reliable joints, reducing failure risks. Nano-Ag is lead-free, 

environmentally friendly, and more fatigue resistant than 

standard solder paste. It also enables higher performance and 

better adhesion to materials like Si, SiC, and Cu. Lower 

processing temperatures (150 – 300 ° )         su        o  
advanced semiconductor applications [9]. 

C. Electrical interconnection 

Wire bonding is a specific type of electrical interconnection 

where wires (Al, AlSi, Cu, Au) with diameter about o  300 µ , 
are used to connect the die to the substrate, terminals or lead 

frame (Fig. 4). 

 

Fig. 4 Standard bonding process [2]. 

The wires provide electronic interconnection of the 

individual power components depending on the required 

function. Because bond wired joints are subjected to thermal 

cyclic loading, it is important to properly optimize parameters 

such as material, shape, and wire diameter [3].  
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Copper generally has higher electrical and thermal 

conductivity than aluminum. The use of copper results in 

improved heat dissipation and reduced resistive losses. It has a 

higher mechanical strength which improves the reliability joint 

under cyclic thermal loading and increases the life of the 

module. The use of copper wire bonds also allows the use of 

smaller diameter wires, making it possible to make a smaller 

power module design. However, the use of higher force and a 

precisely defined controlled atmosphere is required when 

making copper wire connections. The disadvantage of copper 

is rapid oxidation on the surface. The process of using copper 

wires is higher in cost. Also, there are special applications 

where the use of thick wires is required (typically ribbon 

bonds). For this purpose, the use of copper wire bonds is not 

suitable due to their hardness [10].  

D. Baseplate 

The baseplate (thickness 2.5 – 5 mm) is used to provide heat 

dissipation from the substrate to the external heatsink. It also 

provides mechanical support for the power module. The most 

commonly used material for the base plate is high purity copper 

(>99.95%) with a nickel coating (thickness around 20 µm) that 

prevents copper oxidation and improves solderability [11].  The 

surface of the base plate is required to have as little roughness 

as possible to ensure a good joint formation without voids. 

Voids create areas of higher temperature which can cause 

damage to the power module. The baseplates are manufactured 

with a precisely defined deflection to eliminate the influence of 

different CTE and to avoid delamination after the remelting 

process. 

The use of copper as the base material for the baseplate is the 

best solution so far, as copper has very good thermal 

conductivity. In the past, materials such as aluminum-copper 

(AlCu) [12] or aluminum silicon carbide (AlSiC) [13] have 

been investigated. However, the use of nickel-plated copper 

due to better solderability has proven to be the most optimal. 

E. Substrate attach 

This is the process by which a bond is formed between the 

substrate (after wire bonding) and the baseplate. The joint 

between the substrate and the baseplate is formed by solder, 

most often in the form of solder foil. Solder foil is a solder alloy 

(typically flux-less solder) in the form of a ribbon with a 

precisely defined thickness (50 - 300 µ ). The advantage of 

using a solder foil is to ensure a constant solder thickness under 

the substrates. Surface unevenness or deformation of the 

baseplate is caused by the reflowing process. This is due to the 

large surface area of the baseplate and the internal stresses of 

the materials. 

To reduce thermal resistance, a layer of TIM is applied 

between the baseplate and the heatsink. The purpose of the TIM 

is to fill the voids created by the unevenness of the baseplate 

surface. The greater the deformation of the baseplate, the 

greater the thickness of the TIM to be applied. However, the 

TIM has low thermal conductivity (around 3 W/mK) compared 

to the materials used (Cu - 398 W/mK or Al - 273 W/mK). 

Greater thickness of TIM increases thermal resistance and 

reduces cooling efficiency. For this reason, it is important to 

achieve a flat base plate surface after the reflow process [14]. 

The second alternative is not to use the baseplate and TIM and 

to mount the substrates directly on the heatsink (Baseplate-less 

power module) [15].  

A new trend, similar to die attach, is the use of sintering 

technology as a substrate attach is being explored [7]. Sintering 

joints between the substrate and base plate in power module 

devices offer advantages, including improved thermal 

conductivity, enhanced mechanical strength, and better long-

term reliability. However, creating void-free joints remains a 

challenge, as incomplete sintering or insufficient pressure can 

lead to voids in the joint, compromising its strength and thermal 

conductivity. Achieving a void-free joint is crucial for 

maximizing the performance and reliability of power modules. 

F. Encapsulation 

Epoxy or epoxy molding compound (EMC) is often 

preferred over silicone gel for encapsulating power modules 

because it has higher mechanical strength, thermal 

conductivity, and long-term stability, which is critical in power 

modules. Additionally, epoxy tends to have better adhesion to 

a variety of materials, improving the overall reliability and 

durability of the power modules. While silicone gel offers 

flexibility and ease of application, epoxy's robustness and 

enhanced performance in high-stress applications make it a 

more reliable choice for power module encapsulation [16],[17]. 

III. PROBLEM IDENTIFICATION AND FUTURE DIRECTIONS 

The goal of research in power module packaging is to ensure 

the highest level of reliability, improving thermal management, 

downsizing of packages and optimizing manufacturing costs of 

the final power modules [18]. The main problem in packaging 

power electronics is soldering process. The problems are voids, 

scraps, fjord voids, delamination, and cracks. All these failures 

have a major impact on long-term reliability of power modules. 

A. Voids in solder joints 

The main cause of void formation in large area joints is the 

presence of fluxes in the solder alloy. Fluxes are substances of 

a non-metallic nature that remove oxide coatings from 

soldering places, prevent their re-formation and improve 

wetting and melting of molten solder at soldering places. 

Therefore, the fluxes in the solder are replaced using vacuum, 

an inert atmosphere (N2), forming gas (N2H2) or formic acid 

(HCOOH) as the reducing agent in the reflow process (Fig. 5).  

 

Fig. 5 Example of reflow profile using formic acid [19]. 

The main area of research is to properly optimize the 

soldering profile so that no voids are created in the solder. At 

the same time, the solder alloy type, thickness, cooling method, 

and other parameters must be considered. 

B. Delamination 

Delamination is a phenomenon where after the process of 

soldering the substrate to the baseplate, they are separated. This 

is mainly due to the large, soldered area and the different CTE 

of the materials (Tab. I). Different coefficients cause large 

internal stress in individual materials. This problem occurs 

when the materials are not cooled properly after the soldering 
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process. This phenomenon may also occur between the die and 

the substrate after the second reflow process. 

C. Simulation programs 

Simulation programs allow simulation and optimization of 

production processes. Also, they make it possible to simulate 

the behavior of the power module during operation. 

Simulations are important when analyzing voids in the solder 

as well as in optimizing soldering processes to understand the 

behavior of the material in individual production processes. 

Experiments in normal operation of industry are not possible. 

Simulation programs are used as a key tool to optimize 

processes that allow examination of materials in production 

processes. These are programs that allow structural analysis of 

materials (FEA – Finite Elements Analysis) under the influence 

of heat and pressure. Software such as SimScale, Ansys (Fig. 

6), Comsol, Solid Edge and others can be used [20].  

 

Fig. 6 The thermal distribution in the power module [20]. 

The main advantage of using simulation programs is more 

efficient optimization of parameters, setting the correct reflow 

profile and early detection of potential problems. 

IV. CONCLUSION 

Significant trends in power module packaging are needed 

due to the increasing number of electric vehicles. This requires 

adapting manufacturing processes (Fig. 7) to ensure good 

thermal conductivity and high durability of the power modules. 

 

Fig. 7 Summary of power module packaging trends [18]. 

A critical area of investigation and one of the many 

challenges in power module packaging is creating new 

packaging structures and cooling methods that help improve 

power module lifetime. 
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Abstract—This study explores capacitor-based active cell 

balancing techniques to enhance the performance and longevity of 

electric vehicle battery systems. Using MATLAB Simulink 

simulations, we analysed three balancing circuits: switched 

capacitors, double-tiered switched capacitors, and an enhanced 

configuration incorporating an additional capacitor. To validate 

the simulation results, we developed a real-world prototype, 

requiring the design and fabrication of custom circuitry. This 

involved constructing a battery module, a control module, and a 

balancer module. This article primarily focuses on the design, 

implementation, and evaluation of the balancer module. 

Keywords—Balancer, battery management system, active cell 

balancing, Li-ion, switched-capacitors.  

I. INTRODUCTION 

The growing adoption of electric vehicles (EVs) is driven by 

the need to reduce reliance on fossil fuels and lower the 

environmental impact of transportation. At the heart of EV 

performance and reliability is the battery system (BS) [1], [2]. 

A well-optimised BS not only extends driving range but also 

improves efficiency and longevity. 

A key component of any EV battery system is the battery 

management system (BMS), which ensures safe operation and 

peak performance. By monitoring cell states and managing 

voltage, temperature, and fault detection, the BMS plays a 

crucial role in protecting the battery pack and maximising its 

lifespan [3]. 

One of the most important functions of a BMS is cell 

balancing, which ensures an even charge distribution across all 

cells in the battery pack. Keeping cells balanced prevents 

excessive wear on individual cells, helping to maintain 

performance and reduce safety risks [4]. 

Active cell balancing is a more efficient approach compared 

to traditional passive methods, as it redistributes energy 

between cells rather than dissipating excess charge as heat. This 

process relies on PWM-controlled switches and various energy 

storage components, including capacitors, inductors, 

transformers, and DC/DC converters [5]. Among these, 

capacitors are particularly effective, as they allow for fast and 

efficient charge transfer, helping to maintain cell voltage 

equilibrium and improve overall battery performance. 

In this paper, we present an overview of the hardware used 

for active cell balancing circuits based on switched capacitors, 

double-tiered switched capacitors, and an enhanced variant that 

incorporates an additional capacitor into the second circuit. 

This involved designing and constructing a battery module, a 

control module, and a balancer module. The primary focus of 

this paper is on the balancer module. Additionally, our aim is 

to provide insights into the advantages and limitations of each 

circuit, highlighting their potential applications in battery 

management systems. 

 

Fig. 1 Battery module, control module, balancer module interconnections 

II. HARDWARE REQUIREMENTS AND SOLUTION ANALYSIS 

To verify the accuracy of our simulation results [6], we 

developed and constructed hardware for the balancer. To 

ensure modularity, adaptability, and ease of modification, the 

hardware is divided into three distinct DPS modules: the battery 

module, the control module, and the balancer module (Fig. 1). 

These modules will be interconnected using necessary wiring. 

The control module plays a vital role in real-time monitoring, 

creates controlled imbalances in individual cells to establish 

consistent initial test conditions, and gathering data during 

charging and discharging cycles. Additionally, it controls the 

operation of the balancer module. One of the key benefits of 

this design is that a single control module can support multiple 

balancing circuit configurations in future modifications. 
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Fig. 2 Balancer module board, basic electrical schematic of balancer module 

A. Battery module 

The battery module features series-connected cell holders, 
each linked to a connector for voltage sensing and balancing. 
SMD fuses rated at 3 A protect these connections. An additional 
6 A fuse safeguards the entire module. An ACS712-05 current 
sensor, measuring -5 A to 5 A with a 5 V supply, is integrated 
with a connector for microcontroller processing. This design 
also allows easy cell replacement. LFP-based APR18650M1B 
cells from Lithium Werks are used. 

B. Control module 

The control module consists of two primary sections: the 
control unit and the discharge unit. The control unit integrates a 
microcontroller, signal processing components, data storage, a 
real-time clock (RTC) circuit, a programming connector, and 
interfaces for external devices and HMI. The second section 
manages the initial voltage levels of battery cells using 
discharge resistors connected through switching relays. Based 
on user settings, the microcontroller directs specific cells to 
connect with discharge resistors until the target voltage is 
achieved. 

The system operates on a 12 V power supply, primarily for 
relay switching, with a voltage regulator stepping down to 5 V 

for microcontroller operations. The microcontroller selected for 
this design is the AVR128DB64 from Microchip, offering 
128KB flash memory, a 24 MHz maximum frequency, and 
multiple communication options, including I2C and SPI. It 
supports 22 differential 12-bit ADC channels, providing 
sufficient capability for monitoring and control. 

The microcontroller connects to essential components, 
including relays, buttons, a potentiometer, and analog inputs for 
cell voltage and temperature monitoring. I2C communication 
links the microcontroller to both the LCD display and the RTC 
circuit. User interaction is facilitated through four buttons, a 
potentiometer and 20x4 character LCD display with PCF8574 
module. These enable program navigation, resets, 
confirmations, and other control tasks. The RTC module, 
DS1307, ensures accurate timekeeping even during power 
failures using a coin-cell battery backup. It supports I2C 
communication and features an external oscillator for clock 
precision. 

Data storage is managed through SPI communication with a 
microSD card, providing logging of current, voltage, and 
timestamps for accurate monitoring. 
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Voltage sensing for individual battery cells presented a 
challenge due to the series connection of 12 cells, which resulted 
in high cumulative voltages. Initially, this was addressed using 
two HEF4067BT.653 analog multiplexers to ensure that only 
one cell is connected to the microcontroller at a time. However, 
due to connection issues, the system was upgraded with the 
INFINEON TLE9012DQU Evaluation Board. This dedicated 
board should improve voltage sensing process and accuracy. 

The discharge unit is designed to prepare cells for 
experimentation by bringing them to a desired initial state. Each 
discharge path incorporates a 3.3 Ω, 5 W AX5W-3R3 resistor, 
limiting the discharge current to 1C (1.1 A). Relays (AZ943-
1AH-12DE) switch the resistors on or off. 

C. Balancer module 

The balancer module (Fig. 2) is primarily composed of 
switches and capacitors and it is designed for flexibility and 
adaptability in possible future research applications. It integrates 
multiple capacitor-based active cell balancing topologies within 
a single board, allowing modification of different configurations 
through jumpers. These jumpers enable reconfiguration for 
various balancing topologies or adjusting the number of 
capacitors involved in the process. Two N-channel MOSFETs 
(P140LF4QL) per cell, serve as switches, managing the current 
flow for both directions. Each cell connects to the balancer 
circuit via a multi-pin connector for secure and efficient 
connection with other modules. 

To ensure precise measurements during balancing research, 
auxiliary circuits are not powered by the battery cells but by two 
dedicated power supplies. A 12 V supply controls the MOSFET 
gates, while a 5 V supply powers the driver circuits. These 
power supplies are shared with the control unit. Balancing 
operations are controlled by PWM signals from the 
microcontroller. It is two complementary PWM signals 
(PWM_A and PWM_B). 

Each MOSFET pair is driven by an isolated dual-channel 
gate driver (UCC21330BDR) with programmable dead time. 
This driver uses the 5 V supply for input logic and serves as a 
reference for the PWM signals. RC filters are applied at both the 
PWM signal and power supply inputs, following manufacturer 
specifications. A 56 kΩ resistor (RDT) sets the dead time to 
approximately 500 ns. The high-voltage side is powered by 12 
V-to-12 V isolated DC/DC converters, which also charge the 
bootstrap capacitor. Turn-on resistance is managed by a 15 Ω 
RON resistor, while turn-off is facilitated by a Schottky diode and 
a 3.3 Ω ROFF resistor. This schematic design is replicated 12 
times to operate 12 battery cells. 

As previously outlined, various capacitor-based active cell 
balancing topologies are incorporated into the electrical 
schematic shown in Fig. 2 using jumpers. The system supports 
four distinct balancing configurations: 

• Switched capacitors (SC) 

• Double-tiered switched capacitors (DTSC) 

• Double-tiered switched capacitors with an additional 

capacitor (DTSCAC) 

• Modular switched capacitors (MSC) 

This modular system ensures adaptability for different 
experimental setups and enhances research capabilities by 
allowing easy switching between balancing topologies within a 
single hardware design. The design prioritizes flexibility, 
accuracy and efficiency, what makes it suitable for advanced 
studies in battery management and active cell balancing. 
Depending on the specific balancing strategy, some capacitors 

connect in parallel across one, two, or three cells, thus capacitors 
with various voltage ratings must be used. 

III. CONCLUSION 

This paper explored capacitor-based active cell balancing 
methods designed for electric vehicle battery systems. After 
building on earlier simulations and theoretical research [6], a 
hardware prototype was developed to test these concepts in 
practice. The balancer combines various capacitor-based 
topologies: SC, DTSC, DTSCAC, and MSC in a flexible, 
adaptable setup. 

The hardware was built with scalability and precision in 
mind. A dedicated voltage sensing board was implemented to 
improve monitoring accuracy, ensuring reliable data collection 
during tests. Discharge unit in control module allows for 
consistent cell preparation and repeatable testing. 

Initial tests show that the balancer handles real-time voltage 
equalization effectively, which offers a solid foundation for 
future development. Its modular design makes it easy to switch 
between different balancing strategies, opening doors for future 
research. 

Next steps will focus on programming the software, aiming 
for automated balancing and a deeper dive into the energy 
efficiency of different topologies. Further testing under various 
conditions will find better battery performance, efficiency, and 
safety for electric vehicle applications. 

In conclusion, the hardware developed in this study offers a 
strong, adaptable platform for advancing capacitor-based active 
cell balancing, laying the groundwork for future research and 
practical use in electric vehicle battery management systems. 
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Abstract— This work presents observations on structural 

transitions in ferronematics (FNs) based on the liquid crystal E7 

doped with magnetic goethite nanoparticles. The dielectric 

properties of the prepared FNs were examined under the influence 

of an orienting magnetic field and a DC biasing electric field. The 

findings demonstrate that nanoparticle doping significantly 

enhances the sensitivity of FNs to external magnetic fields. 

Keywords— liquid crystal, magnetic nanoparticles, liquid 

crystal composites, ferronematics. 

I. INTRODUCTION 

Liquid crystals (LCs) are a unique class of soft condensed 

matter, combining the fluidity of liquids with the directional-

dependent electrical and optical properties of crystalline solids. 

This duality makes LCs highly versatile, particularly in liquid 

crystal displays (LCDs) [1]. Due to their anisotropic 

mechanical, electrical, and magnetic properties, LCs can be 

easily oriented, realigned, or deformed by external stimuli such 

as electric and magnetic fields, temperature variations, 

mechanical stress, and light. Initially considered a scientific 

curiosity, LCs have since gained widespread recognition 

for their adaptability, enabling applications far beyond 

displays. For example, a small electric field can modulate their 

optical properties, switching them between transparent and 

opaque states. Their responsiveness to external influences, 

including magnetic fields, pressure, and temperature, has 

opened new possibilities for advanced technologies. 

Since the 1980s, LC research has expanded into photonics, 

magneto-optics, nanosensing, biosensing, light valves, tunable 

lenses, smart windows, and more [2]. 

A fundamental discovery in LC research was the threshold 

behavior of their reorientational response to external fields, 

known as the <Fréedericksz transition=, named after Vsevolod 

Fréedericksz [3]. This effect demonstrated that LCs can be 

reoriented using electric or magnetic fields due to their 

anisotropic dielectric permittivity (εa) and diamagnetic 

susceptibility (χa). While LCs exhibit relatively large dielectric 

anisotropy (εa > 1), allowing reorientation with low voltages 

(typically a few volts or millivolts), their response to magnetic 

fields is significantly weaker, with diamagnetic susceptibility 

values on the order of χa ∼ 10-7. Consequently, LC reorientation 

via magnetic fields typically requires strong fields in the tesla 

range [4]. 

In 1970, Brochard and de Gennes proposed enhancing 

the magnetic sensitivity of LCs by doping them with fine 

magnetic nanoparticles (MNPs), leading to the development 

of <ferronematics= (FNs) [5]. FNs are colloidal suspensions 

of ferromagnetic or ferrimagnetic nanoparticles within nematic 

LCs, allowing the LC director (n) to couple strongly with 

the magnetic moments (m) of embedded particles. 

This interaction enables FNs to respond more effectively 

to magnetic fields. The Brochard–de Gennes theory predicted 

rigid anchoring of LC molecules on the nanoparticle surfaces, 

leading to parallel alignment (n ∥ m). Early studies produced 

both lyotropic [6,7] and thermotropic FNs [8], while later 

experiments revealed the possibility of perpendicular 

alignment (n ⊥ m). To account for this, Burylov and Raikher 

extended the theoretical model [9,10], introducing 

a parameter (ω) that represents the ratio of anchoring 

energy (W) at the nematic-nanoparticle interface to the LC’s 
elastic energy (ω = Wd/K, where d is the particle size and 

K is the Frank elastic modulus). For ω ≫ 1, rigid anchoring 

enforces n ∥ m, whereas for ω ≤ 1, soft anchoring permits both 

parallel and perpendicular alignments. 

The combination of electric and magnetic fields as bias fields 

in FNs provides a powerful approach for studying Fréedericksz 

thresholds. The motivation for investigating combined fields 

lies in their potential to reveal complex interactions between 

LC molecules and MNPs. While the electric field interacts with 

the dielectric anisotropy of LCs, the magnetic field couples 

to the enhanced magnetic susceptibility introduced by MNPs. 

This interplay enables precise tuning of the Fréedericksz 

transition, which is crucial for optimizing low-power devices. 

By analyzing field-induced reorientation, this approach offers 

insights into the binding energy between MNPs and LC 

molecules, shedding light on the fundamental interactions that 

govern their behavior. 

This work presents experimental observations 

and mathematical analysis of structural transitions in FNs 

based on E7 LC doped with rod-like goethite MNPs (nanorods) 

at various concentrations. These systems have been recently 

studied from both experimental [11] and theoretical [12] 

perspectives. The dielectric properties of the prepared FNs 

were investigated under the influence of an orienting magnetic 

field (B) and a DC biasing voltage (Ubias). 

II. MATERIALS AND METHODS 

E7 is a thermotropic nematic liquid crystal composed 

of a mixture of four LCs: 5CB (51%), 7CB (25%), 8OCB 

(16%), and 5CT (8%) [13]. It has a nematic-to-isotropic 

transition temperature (TNI) of 61°C and a glass transition 

temperature (Tg) of −62°C, providing a broad nematic range 
of approximately 120°C. E7 is widely used due to its high 

anisotropy across a large temperature range [14]. 
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The synthesis of goethite nanoparticles was described 

in [15]. Their microstructural characterization was performed 

using transmission electron microscopy (TEM). The goethite 

nanorods had an average length of 350 ± 100 nm, 

width of 25 ± 7 nm, and thickness of 10 ± 5 nm. Doping was 

achieved by adding magnetic nanoparticles (MNPs) to the E7 

LC in its isotropic phase while continuously stirring. 

The resulting ferronematic (FN) suspensions contained MNPs 

at concentrations of ϕ1 = 10-3, ϕ2 = 5×10-4, and ϕ3 = 10-4. 

To ensure stability, the mixtures were sonicated in a bath 

for 30 minutes. 

Structural transitions were investigated through dielectric 

measurements. Samples of undoped E7 and E7 doped with 

goethite MNPs were filled into capacitors with indium-tin-

oxide (ITO) electrodes, each with an area of approximately 

0.5 cm × 0.5 cm and a thickness of D = 50 µm. The samples, 

introduced in the isotropic phase via capillary forces, were 

aligned using a rubbed polyimide coating on the electrodes 

to ensure planar orientation. Measurements were conducted 

at 30°C under the influence of either a magnetic or electric 

field, both oriented perpendicular to the sample cell. 

The capacitor was placed in a thermostat system with 

a temperature stability of ±0.05°C. Capacitance was measured 

at a frequency of 1 kHz using a TiePie Handyscope HS5 

instrument with a sinusoidal voltage signal of root-mean-square 

value of U = 0.3 V. 

III. RESULTS 

The structural transitions induced by combined electric 

and magnetic fields were monitored. A DC bias voltage (Ubias) 

and a magnetic field (B) were applied perpendicular 

to the initial director orientation. Since the electric 

and magnetic fields were parallel, they induced the same type 

of distortion due to the identical sign of dielectric anisotropy 

(εa) and magnetic susceptibility anisotropy (χa). 

Figure 1 shows how the reduced capacitance 

(C – Cmin/Cmax – Cmin) (where C, Cmin and Cmax are the sample 

capacitance, its value at B = 0 and B = 0.85 T, respectively) 

of the undoped E7 and E7 doped with goethite nanorods 

depends on the external magnetic field B, measured at no bias 

voltage (Ubias = 0 V). Doping with MNPs led to a decrease 

in the critical magnetic field. 
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Fig. 1. Reduced capacitance for undoped E7 and E7 doped 

with goethite nanorods in three concentrations, plotted against 

the magnetic field. 
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Fig. 2. Reduced capacitance for undoped E7 and E7 doped 

with goethite nanorods in three concentrations, plotted against 

the electric field. 
 

Figure 2 presents the reduced capacitance as a function 

of the external electric field (U) at zero bias magnetic field 

(Bbias = 0 T). Similarly, doping E7 with goethite nanorods 

resulted in a decrease in the critical electric field. 

Figure 3 demonstrates the capacitance dependence on external 

magnetic field B for doped E7 (ϕ = 10−4) under various bias 

voltages (Ubias). As the bias voltage increased, the critical 

magnetic field (BF) for the magnetic Fréedericksz transition 

decreased, as described by Equation (1): 
 (�Ā�ÿ��� )2 + (ýāý�)2 = 1,        (1) 

 

where UF = ULC, BF = BLC for liquid crystal, and UF = UFN, 

BF = BFN for composites.  
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Fig. 3. Capacitance vs. the external magnetic field bias 

voltages Ubias = 0.3, 0.5, 0.7 and 1 V for E7 doped with MNPs 

with concentration ϕ = 10−4. 
 

The Fréedericksz threshold at U = 0, with the magnetic field 

applied perpendicular to the cell surface, can be calculated 

using the standard formula: 
 �� = �ÿ√�0ÿ1|�ÿ| ,           (2) 

 

where D represents the cell thickness and K1 is the Frank 

elastic modulus. In their investigation of the magnetic 

Fréedericksz transition, Burylov and Raikher [10] derived 
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a theoretical relationship between the threshold magnetic 

induction of thermotropic FNs (BFN) and that of the host LC 

(BLC). Assuming homeotropic anchoring of LC molecules 

on the MNP surfaces, they proposed the following approximate 

formula: 
 ���2 2 �Āþ2 = ± 2�0���ÿ�         (3) 

 

The sign in this equation depends on the initial orientation 

of the magnetic moment (m) relative to the director (n): 

a positive sign corresponds to parallel alignment (m ∥ n), 

while a negative sign corresponds to perpendicular alignment 

(m ⊥ n). The critical magnetic induction in our experimental 

geometry follows directly from Equation (1). 

Since both BFN and BLC were experimentally measured, 

Equation (3) was used to estimate the anchoring energy density 

(W) at the nematic–magnetic particle boundary. 

The susceptibility anisotropy of E7 was calculated 

from Equation (2) as χa = 2.66 × 10-6. For all FN composites 

with different nanorod concentrations, the anchoring energy 

density was estimated at approximately W ≈ 10-7 N/m. 

The parameter ω = Wd/K1 was then calculated, where for E7 

at the measurement temperature, K1 = 10.8 pN [16]. 

This yielded ω ≈ 10⁻⁴, indicating soft anchoring of the nematic 
director on the goethite nanorod surfaces in E7-based FNs. 

Figure 4 consolidates the experimental data, showing 

the dependence of the critical magnetic field (Bc) on the applied 

bias voltage (Ubias) for both undoped E7 and E7-based FNs. 

In FNs, the lower the MNP concentration, the steeper 

the measured slope, indicating that the electric field facilitates 

LC molecule rotation along the field lines. The presence 

of MNPs enhances FN sensitivity to low magnetic fields, 

with the highest MNP concentration reducing the critical field 

by approximately ~ 2.5 times.  
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Fig. 4. The dependence of the critical magnetic field Bc 

on the voltage Ubias for the undoped E7 and for E7 doped 

with goethite nanorods. 

IV. CONCLUSIONS 

Our experimental results confirm the presence of soft 

anchoring at the MNP–LC interface, enabling both parallel 

and perpendicular orientations between the nanorod magnetic 

moment (m) and the LC director (n). Furthermore, the observed 

decrease in the critical reorienting magnetic field (Bc) strongly 

indicates an initial m ∥ n alignment. In conclusion, the prepared 

FNs, based on E7 LC, which features an exceptionally wide 

nematic phase range (~120°C, from -62°C to 61°C), emerge 

as promising candidates for magnetically sensitive materials 

capable of operating under extreme temperature conditions.  

The results presented in this work have been published in [17]. 
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Abstract4This manuscript provides a comprehensive analysis 

of the current state-of-the-art approaches for tailoring anisotropy, 

magnetostriction, and domain wall dynamics in microwires 

produced by rapid solidification techniques such as the Taylor3
Ulitovsky method. It discusses how intrinsic material properties, 

internal stresses, and chemical composition 3 particularly the role 

of rare-earth elements like terbium 3 affect the magnetostriction 

behavior and effective magnetic anisotropy in these materials. In 

addition, the review examines various thermal processing 

techniques, including annealing and stress-annealing, which 

facilitate atomic diffusion and relax internal stresses, thereby 

altering the short-range atomic order and modulating the 

magnetic response. The mechanisms governing the switching field 

distribution, arising from both magnetoelastic and defect-related 

pinning, are also critically analyzed. The paper highlights key 

challenges and suggests future research directions aimed at 

optimizing microwire performance for sensor and memory 

applications. 

 

Keywords4Magnetostriction, Magnetoelastic anisotropy, 

Microwire, Switching field distribution 

I. INTRODUCTION 

Magnetic microwires fabricated by rapid solidification 

techniques such as the Taylor–Ulitovsky method are promising 

for sensor and memory applications due to their excellent soft 

magnetic properties and unique domain structures [1], [2], [3]. 

Their properties are governed by magnetic anisotropies, which 

set the preferred magnetization direction and influence key 

phenomena like giant magnetoimpedance (GMI) and domain 

wall (DW) dynamics [4]. Various thermal processing 

techniques, including stress annealing, modify the internal 

stress distribution and thereby the effective magnetic 

anisotropy [5]. For instance, a temperature gradient during 

annealing can induce graded anisotropy along the wire, while 

current annealing and magnetic field–assisted processing 

further refine anisotropy characteristics [5], [6]. However, a 

comprehensive review of these methods is still lacking. This 

paper reviews state‐of‐the‐art approaches for tailoring 
anisotropy and discusses their impact on the functional 

properties of microwire devices. 

II. LITERATURE REVIEW AND ANALYSIS 

A. Anisotropies in Microwires 

Glass‐coated microwires exhibit multiple anisotropy 
contributions. The amorphous metallic core has negligible 

magnetocrystalline anisotropy but develops significant stress-

induced (magnetoelastic) anisotropy during rapid quenching. 

Residual stresses from the mismatch in thermal expansion 

between the core and glass, combined with shape anisotropy 

from the wire’s geometry, determine the effective easy and 

hard magnetization axes [4], [7], [8], [9], [10]. These factors 

are crucial for controlling domain structure, coercivity, and 

GMI response. 

B. Magnetostriction and Its Implications 

Magnetostriction – the change in dimensions caused by an 

external magnetic field – plays a pivotal role in these 

microwires [4], [11]. In amorphous wires, magnetostriction is 

primarily an intrinsic material constant determined by the 

alloy’s composition. However, the internal stresses generated 
during rapid quenching interact with this inherent 

magnetostriction to modify the magnetoelastic energy. Because 

magnetostriction can be either positive or negative, it dictates 

whether the magnetic moments within the material align 

parallel or perpendicular to the applied or residual stresses. This 

alignment, in turn, affects the effective magnetic anisotropy, 

thereby influencing domain wall (DW) propagation and the 

giant magnetoimpedance (GMI) effect [4]. Fine-tuning the 

interplay between intrinsic magnetostriction and internal 

stresses is therefore essential for optimizing the sensitivity and 

performance of microwire-based sensors. 

C. Effect of Terbium on Magnetostriction 

Substituting a fraction of the transition metal in amorphous 

alloys with rare-earth elements – particularly terbium – 

significantly enhances magnetostriction [11]. Terbium 

possesses a large single‐ion anisotropy and an inherently high 

magnetostriction coefficient, which allows it to impose 

substantial strain on the host alloy lattice when magnetized 

[12]. As a result, incorporating Tb frequently leads to higher 

overall magnetostriction values in amorphous systems 

compared to their Tb‐free counterparts [12]. 

When Tb is added to amorphous transition‐metal alloys (e.g., 

Fe‐, Co‐, or FeCo‐based), it introduces localized 4f electronic 

states that couple strongly with the 3d band of the transition 

metals [13]. This coupling modifies both the exchange 

interactions and the local anisotropy fields in the material [14]. 

Terbium’s strong spin–orbit coupling induces significant 

distortions in the amorphous structure, altering the arrangement 

of atoms on the short‐range order level [13]. 
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While terbium increases magnetostriction, a higher 

proportion of Tb in an amorphous alloy can sometimes result 

in increased brittleness and reduced saturation magnetization 

(due to Tb’s inherently lower magnetic moment compared to 
some 3d transition metals) [12]. Compositional optimization is 

therefore crucial to balance mechanical robustness, saturation 

magnetization, and magnetostriction [14]. 

D. Thermal Processing 

Thermal processing is a critical tool for modifying the 

magnetic properties of amorphous glass‐coated microwires. 
During rapid quenching (as in the Taylor–Ulitovsky method), 

high residual stresses are "frozen" into the metallic core due to 

the abrupt temperature drop and the mismatch in thermal 

expansion between the metal and its glass coating [4]. 

Annealing provides thermal energy that enables atomic 

diffusion and stress relaxation. This atomic diffusion not only 

relaxes internal stresses but also alters the short-range atomic 

order. As a consequence, annealing leads to several specific 

effects [15], [16]: 

• Reduction of Magnetoelastic Anisotropy: The 

magnetoelastic anisotropy constant ��ÿ is given by ��ÿ = 32 ÿÿ, where ÿ is the magnetostriction 

coefficient and ÿ the internal stress. Thermal 

annealing reduces ÿ by allowing atoms to rearrange 

and relieve strain, thereby decreasing the effective 

anisotropy field Ā� [4]. This, in turn, lowers the 

energy barrier for DW propagation, increasing DW 

mobility. 

• Decrease in Coercivity: As internal stresses are 

relaxed, the coercive field Āý decreases [15]. The 

uniform reduction in magnetoelastic anisotropy leads 

to narrower hysteresis loops (Fig. 1), with annealed 

samples often exhibiting similar coercivities, 

indicative of homogenized magnetic properties [15]. 

 
Fig. 1 Hysteresis loops of as-quenched wire and after annealing 3 x 30 min at 

350°C [16]. 

• Modification of Domain Structure: Annealing 

promotes a more uniform domain structure by 

reducing inhomogeneities in the anisotropy axis that 

arise from residual stresses [15]. 

• Stress-Annealing: Stress annealing is a post-

processing technique in which an external mechanical 

load is applied during thermal treatment to further 

modify the internal stress distribution and induce a 

tailored magnetic anisotropy. This process not only 

enhances stress relaxation but also promotes the 

formation of a transverse magnetic anisotropy, leading 

to significant reductions in coercivity and a 

transformation of hysteresis loops – from rectangular 

to a more linear shape. These changes contribute to 

enhanced GMI response and improved DW dynamics, 

optimizing the performance of soft magnetic materials 

for sensor and memory device applications [17], [18]. 

E. Switching Field Distribution and Domain Wall Potential 

In bistable amorphous microwires, the typical domain 

structure consists of a large central axial domain, which is 

magnetized along the wire axis and separated from closure 

domains located at the wire ends. These closure domains 

minimize magnetostatic energy and act as initial pinning sites 

for domain walls. When the applied magnetic field exceeds a 

critical threshold, a single domain wall depins from the closure 

region and propagates rapidly along the wire, producing the 

characteristic Barkhausen jump. However, rather than 

exhibiting a single, well‐defined switching field (Āý�), these 

microwires display a distribution of switching fields. This 

distribution provides key insights into the energy landscape 

governing DW depinning and reflects the underlying physics 

of magnetoelastic and defect-related pinning mechanisms [19], 

[20], [21], [22], [23]. 

 
Fig. 2 Schematic view of the two domain-wall potentials that contribute to the 

switching mechanism [22]. 

Contributions to the Switching Field Distribution 

Several studies have demonstrated that the switching field in 

amorphous microwires is controlled by two main contributions 

(Fig. 2) [19], [20], [21], [22], [23]: 

Magnetoelastic Pinning: 

Residual internal stresses – frozen into the metallic core 

during rapid quenching – generate a magnetoelastic potential 

that anchors the DW at the closure domain structure. In Fe-

based microwires, which generally exhibit high positive 

magnetostriction, the magnetoelastic contribution to Āý� can 

be described by a relation of the form [20], [22]: 

 Āý�,ÿ ∝ ā��ý3/2[1 + �(Δ�)]1/2, (1) 

where �ý is the saturation magnetization, ā� is a constant 

proportional to the residual stress ÿr, and � ≈ ý(�g 2 �m)/ÿr 

accounts for additional temperature‐dependent stresses arising 
from mismatched thermal expansion coefficients [19], [20], 

[21], [22]. This term reflects the <volume= pinning effect due 
to the overall stress distribution within the microwire. Δ� is the 

temperature change. 

Defect (Atomic-Scale) Pinning: 

In addition to the volume magnetoelastic effects, local 
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atomic-scale defects and structural inhomogeneities provide 

additional pinning sites. These defects produce local energy 

barriers that the DW must overcome to depin. The defect-

related contribution is often modeled as [19], [20], [21], [22], 

[23]: 

 Āý�,�(�) ∝ 1�� ��2ÿ��� þ(�, �), (2) 

where �� is the interaction energy between defects and the 

spontaneous magnetization, �� represents the thermal energy, ÿ� is the density of the mobile defects and þ(�, �) =(1 2 e(−þ/�)) is a relaxation function describing the time-

dependent dynamics of defect rearrangement, where � is the 

time of measurement and � is the relaxation time of mobile 

defects. This contribution becomes particularly significant at 

low temperatures, where defect mobility is reduced, thereby 

increasing the effective switching field. 

The total switching field is then expressed as the sum of these 

two contributions [19], [20], [21], [22], [23]: 

 Āý�(�) = Āý�,ÿ + Āý�,�(�). (3) 

This superposition model has been validated by fitting 

experimental data obtained over a broad temperature range 

[20], [22]. 

Thermoactivated Depinning Model 

The switching of the DW can be understood as a thermally 

activated process. In the absence of an external magnetic field, 

the DW resides in a potential well determined by the combined 

magnetostatic and magnetoelastic energies. When a magnetic 

field is applied, the total free energy of the DW is given by [19], 

[20], [21], [22], [23]: 

 ÿ(�) = �(�) 2 2Ā0�ýĀ��, (4) 

where �(�) represents the intrinsic potential energy, Ā0 is 

the vacuum permeability, � is the effective area of the DW, and � is its position. As the applied field approaches Āý�, the 

energy barrier Δÿ decreases until, at Ā = Āý�, it vanishes, 

allowing the DW to depin (Fig. 3). Thermal fluctuations enable 

the DW to overcome this barrier even at fields below Āý�, 

resulting in a distribution of switching fields. 

The probability Ă� for the domain wall to depin within a 

reduced field interval ΔĀ = (Āý� 2 Ā)/Āý� is typically 

modeled by a relation of the form [22]: 

 
þ�þ(ΔĀ) = �′exp⁡ (2 Δÿ(ΔĀ)�� ), (5) 

where �′  is a normalization constant. Detailed studies have 

shown that the logarithm of this probability density often 

exhibits a 3/2-power law dependence on the reduced field, 

expressed as [20], [22], [23]: 

 ln ( þ�þ(ΔĀ)) = Ā 2 ÿ(ΔĀ)3/2, (6) 

with the parameter ÿ directly related to the curvature of the 

potential well. The parameter Ā is a constant that arises from 

the normalization condition and reflects the inherent 

characteristics of the DW potential. This linear behavior in a 

plot of ln(Ă�/Ă(�Ā)) versus (ΔĀ)3/2, enables us to extract 

important information about the domain wall potential shape 

and the relative contributions of magnetoelastic and defect 

pinning. 

Frequency and Stress Dependence 

In addition to temperature, the switching field distribution is 

influenced by the frequency of the applied magnetic field and 

external mechanical stress [23]. Studies on CoFeSiB 

microwires have shown that at higher frequencies the measured 

switching field increases linearly with frequency, suggesting 

that dynamic effects (such as viscous damping of the domain 

wall) become prominent. Conversely, at low frequencies, 

additional relaxation effects due to atomic-scale defect 

stabilization can lead to deviations from the simple model. 

Furthermore, the application of external stress has been 

observed to modify the DW potential [23]. When tensile or 

compressive stress is applied, the magnetoelastic contribution 

to the pinning potential is altered, which in turn changes both 

the mean switching field and the width of its distribution. For 

example, under applied mechanical load, the internal stress 

component increases, thereby enhancing the magnetoelastic 

pinning and shifting the switching field to higher values . Such 

stress-dependent measurements are crucial for understanding 

the interplay between mechanical and magnetic phenomena in 

these complex materials. 

 
Fig. 3 Schematic representation of the thermoactivated mechanism model. 

Dependence of the free energy of the DW on its position at applied fields [22]. 

III. PROBLEM IDENTIFICATION AND FUTURE DIRECTIONS 

Although progress has been made in reducing coercivity and 

homogenizing magnetic properties through thermal processing 

and alloying, several challenges remain: 

1. Decoupling Pinning Mechanisms: While current 

models express Āý� as the sum of magnetoelastic and 

defect-related contributions [19], [20], [21], [22], [23], 

quantitative separation of these effects under varying 

processing conditions is still unclear. This separation 

could be achieved by combining temperature- and 

stress-dependent measurements. At elevated 

temperatures, defect-related pinning is expected to 

weaken due to increased defect mobility, while 

applying external mechanical stress can selectively 

enhance the magnetoelastic contribution. By 

analyzing the switching field distribution under these 

varying conditions and fitting the results to 

thermoactivated models, it may be possible to isolate 

and quantify the individual contributions of each 

mechanism. 

2. Optimizing Alloy Composition: The enhancement of 

magnetostriction by terbium via strong 4f–3d 

coupling is promising, but the optimal concentrations 

that maximize magnetic softness without degrading 

mechanical properties have not been established [11], 
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[12], [13], [14]. Similarly, the influence of gallium on 

anisotropy and DW dynamics is underexplored. 

Systematic alloying studies are required. 

3. Refining Thermal Processing: Although annealing 

reduces coercivity and promotes uniformity [15], the 

ideal temperatures and durations to achieve optimal 

magnetic properties without triggering crystallization 

remain unresolved. A more quantitative 

understanding of thermal energy, stress relaxation, 

and DW potential evolution is necessary. 

4. Modeling Mechanical Stress Effects: External 

mechanical stress alters the Āý� distribution and DW 

potential [23], yet a comprehensive model that 

predicts these effects accurately is lacking. Controlled 

temperature- and stress-dependent measurements are 

needed to decouple magnetoelastic and defect-related 

contributions. 

Addressing these challenges through systematic 

experimental studies and integrated theoretical modeling will 

enhance our understanding of magnetization reversal in 

amorphous microwires and facilitate the design of next-

generation magnetic sensors and memory devices with tailored 

anisotropy and improved performance. 

IV. CONCLUSION 

In summary, magnetic microwires represent a versatile class 

of materials whose properties can be finely tuned by controlling 

magnetic anisotropy, magnetostriction, and DW dynamics. By 

understanding the interplay between composition, internal 

stresses, and processing techniques, we can optimize the 

performance of these microwires for a range of technological 

applications. Continued research in this area is critical for the 

development of advanced soft magnetic materials. 
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Abstract—Biometric authentication provides a secure method
for identity verification, but protecting sensitive data remains
a challenge. Homomorphic encryption (HE) offers a privacy-
preserving solution by enabling computations on encrypted
biometric data without decryption, reducing the risk of breaches.
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I. INTRODUCTION

B
IOMETRIC systems are widely used for identity verifi-

cation in sectors like law enforcement, healthcare, and

finance. Unlike passwords, they rely on unique traits such as

fingerprints or facial features, making them harder to forge.

However, the permanence of biometric data means breaches

cannot be undone, raising significant security risks. High-

profile data leaks underscore the need for enhanced protection.

As cyber threats evolve, biometric systems require advanced

cryptographic methods to protect data throughout its lifecy-

cle. Homomorphic encryption (HE) enables computations on

encrypted biometric data, preserving privacy without expos-

ing sensitive information. Unlike traditional encryption, HE

operates directly on ciphertexts, with results accessible only

to authorized parties. This makes HE ideal for cloud-based

biometric systems, where data security is critical. Despite the

computational overhead, ongoing improvements enhance its

feasibility [1]. Figure 1 illustrates the core concept of HE.
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Fig. 1. Basic scheme of HE: computations are performed on encrypted data
without decryption, ensuring secure processing.

II. OVERVIEW OF HOMOMORPHIC ENCRYPTION

Homomorphic encryption is an advanced cryptographic

technique that allows operations on encrypted data without the

need for decryption. This is especially valuable for privacy-

sensitive applications like biometric authentication, where user

data must remain confidential throughout the entire processing

stage. By performing computations directly on encrypted data,

HE ensures that sensitive information remains secure, even

during processing [2].

HE schemes are classified based on their computational

capabilities, specifically the types and number of supported

operations [1]:

• Partially Homomorphic Encryption (PHE): Supports one

operation (addition or multiplication) on encrypted data.

While efficient, it is limited to simple computations and

is typically used when only one operation is needed, such

as in early encryption schemes for small datasets.

• Somewhat Homomorphic Encryption (SHE): Supports

both addition and multiplication on encrypted data, but

only for a limited number of operations before noise

accumulates, potentially causing errors. Techniques like

noise management or bootstrapping are needed to pre-

serve encryption integrity. SHE is more flexible than PHE

and suits applications with multiple simple operations.

• Fully Homomorphic Encryption (FHE): Supports unlim-

ited operations on encrypted data, but noise accumulation

during operations is managed using techniques like boot-

strapping. It is computationally expensive and resource-

intensive.

Table I compares different HE schemes, outlining their

supported operations and examples of commonly used cryp-

tographic algorithms.

TABLE I
COMPARISON OF HOMOMORPHIC ENCRYPTION SCHEMES

Type Supported Operations Examples

PHE
Addition (Paillier) or
Multiplication (RSA)

RSA, Paillier

SHE
Limited Addition and

Multiplication
BV, GHS

FHE
Unlimited Addition and

Multiplication (via bootstrapping)
Gentry, BFV,

CKKS

Mathematically, an HE scheme consists of several compo-

nents. First, a pair of public and private keys is generated

during the key generation phase. Next, encryption takes place,

where a plaintext biometric sample m is encrypted using

the public key, resulting in ciphertext c = Enc(m). Then,

computation occurs, where a function f is applied to the
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ciphertext c, producing c′ = f(c) without needing to decrypt

the data. Finally, decryption is performed with the private key,

yielding the result f(m) [1].

III. STATE OF THE ART

Recent advancements in HE have led to various methods

for securing biometric data, enabling operations on encrypted

templates. These approaches aim to enhance security, compu-

tational efficiency, and resistance to quantum attacks.

The study in [3] presents a hybrid approach combining HE

with cancelable biometrics, enhancing security by protecting

biometric templates even if encryption keys are compromised.

Techniques like BioHashing and Multi-Layer Perceptron hash-

ing improve efficiency in encrypted-domain comparisons.

In [4], the authors focus on FHE-based biometric matching

for border control, addressing privacy concerns under GDPR.

They propose a system that integrates hash expansion with

FHE, reducing execution time through parallel processing.

Their proof-of-concept in SMILE effectively preserves privacy.

HE-based fingerprint authentication secures biometric tem-

plates and enables matching in the encrypted domain, pro-

tecting against attacks. The trade-off between computational

efficiency and accuracy is analyzed and validated on the

FVC2002 DB2 database, proving its suitability for high-

security applications [5].

Multimodal biometric authentication, such as iris and facial

recognition fusion, benefits from homomorphic encryption

(HE). Studies show HE secures template fusion while main-

taining high true acceptance rates, including 96.41% for iris

and 100% TAR for face and iris fusion [6].

To address quantum threats, researchers combine HE with

Classic McEliece, ensuring long-term security for secure bio-

metric authentication. This method reduces storage, enhances

accuracy, and resists attacks, with real-time execution and

a 90.5% storage reduction [7].

For large-scale biometric identification, HE enables en-

crypted domain indexing, ensuring privacy. However, auxil-

iary indexing data may leak sensitive information. The study

proposes the HEBI framework, which protects indexing with

post-quantum security and low computational overhead [8].

The research [9] explores the use of FHE to secure iris bio-

metric templates, enabling matching in the encrypted domain

while preserving privacy. It also investigates machine learning

techniques for improved accuracy and reduced execution time,

with CKKS ensuring confidentiality.

An innovative application explored in this study is the fusion

of encrypted biometric modalities, such as fingerprint and

iris data, using FHE to enhance authentication accuracy and

improve privacy protection, as demonstrated by the HEFT

framework [10].

Privacy-preserving biometric matching using lattice-based

FHE ensures post-quantum security, preserves recognition

accuracy, and significantly reduces computational workload in

encrypted-domain identification [11].

Moreover, template protection techniques using FHE have

been refined to minimize computational overhead, support

operations on real-valued feature vectors, and enable one-shot

user enrollment while improving biometric security standards

and matching performance by 3% [12].

IV. CONCLUSION AND FUTURE RESEARCH DIRECTIONS

HE has significantly advanced biometric data protection,

enabling secure and privacy-preserving authentication across

diverse applications, from biometric matching at border con-

trols to large-scale biometric indexing and post-quantum se-

curity. By allowing computations on encrypted data, HE

reduces the risk of data breaches while ensuring data integrity

and user privacy. Despite its advantages, challenges such as

computational overhead and scalability remain key concerns.

Our research explores the use of HE to protect biometric

data stored in databases, ensuring privacy during authentica-

tion. Specifically, we analyze the efficiency of HE schemes in

real-time biometric matching, the trade-offs between security

and computational complexity, and the feasibility of integrat-

ing HE with secure multiparty computation to enhance privacy.

Future research will focus on optimizing HE-based biometric

authentication for Internet of Things environments, addressing

computational constraints while maintaining security.
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Abstract—The security of computer systems is becoming in-
creasingly important, with intrusion detection systems (IDS)
playing a crucial role in safeguarding computer networks. In this
article, we explore the significance of IDS in network security and
examine how they operate. We provide an overview of the basic
classification of IDS. In the second part of the paper, we discuss
graph models in cybersecurity, adopting a classification approach
based on previous research. We analyze five graph models that
meet our selected criteria and highlight alternative approaches to
graph modeling. Additionally, we investigate how attack graphs
can enhance the effectiveness of IDS. Finally, we identify existing
challenges and propose future research directions and open
questions.

Keywords—intrusion detection systems, attack graph models,
network vulnerabilities

I. INTRODUCTION

Security in computer networks is increasingly important

with growing informatization and automation. The rising num-

ber of connected devices demands robust network protection,

with Intrusion Detection Systems (IDS) playing a key role by

detecting abnormal activity and attacker behavior patterns.

Graph-based models effectively describe attacks, from sim-

ple to complex scenarios, including parallel processes. These

models help predict attacker steps and strengthen network

defenses. Combined with IDS, they enhance threat detection,

analyze network relationships, and provide critical insights

into attack progression, highlighting their vital role in cyber-

security.

II. INTRUSION DETECTION SYSTEMS

IDS is a system that can detect security breaches in real

time, regardless of whether the attacker is external or internal,

who is just trying to exploit the privileges that have been

granted to him. IDS is based on the hypothesis that exploitation

of vulnerabilities in the network or on endpoint devices

involves abnormal activity or unusual use of the system [1],

[2].

Nowadays, an IDS is associated with a software or hardware

system that automates the process of monitoring a network and

the events that occur on it. These events are analyzed for traces

of intrusions [3].

A. Components of IDS

Intrusion detection systems consist of several basic compo-

nents that work together to identify security threats [4].

According to the work of Thakkar and Lohiya [4], the most

important components include (i) network monitoring, which

captures network packets in order to gather information about

potential attack patterns (ii) collecting device-specific data,

on which an attack is likely to be carried out (iii) packet

detail analysis, where during this phase the IDS scans network

packets for sensitive information (iv) identification and storage

of fingerprints or descriptions of attack patterns (v) finally,

generation of alerts for the security administrator.

B. Taxonomy of IDS Classification

The IDS Classification Taxonomy provides a structured and

consistent approach to categorising these systems. According

to the selected existing reviews [4], [5], [6] we have selected

three classifications based on:

1) Information Source,

2) Analysis Strategy,

3) Architecture.

It is these categories that help experts to select the most

effective solution. The selected classifications are not all

available or used, but for the purposes of this article, it is

not necessary to discuss all of them. Further classifications

can be found in the review articles sorted by publication date

from the most recent [7], [4], [8], [6], [9], [3].

1) Classification Based on Information Source: IDSs are

classified into several categories, which include a division

based on the source of the information [4] or the technology

[8] that handled the events. Host-based IDS (HIDS) is installed

on a local device or system. It examines and inspects data that

originates from the host system and audits sources such as

operating system, service logs, firewall logs, application logs,

and others [10], [6]. Network-based IDS (NIDS) are devices

installed on a network in contrast to the previous category.

This type of system accesses the network communication and

then analyzes this traffic data. NIDS can be further divided

into two other subcategories packet-based and flow-based [11],

[4]. Some sources give other classifications in this category

but they are not relevant for this review. These include, for

instance, Application-based IDS [3], Wireless IDS [8] or

Network Behavior Analysis [7].

2) Classification Based on Analysis Strategy: The second

most important classification of IDS is based on Analysis

Strategy. Detection systems analyze traffic based on two

approaches in terms of the strategy used. The first of these

approaches is Anomaly-based IDS (AIDS), which works by

analyzing and looking for patterns of behavior in the network

and trying to detect anomalies. Both static and dynamic

approaches can be used. The static one focuses on unchanging

elements of systems such as the configuration of critical

software components or hardware components. The dynamic

analysis monitors network traffic in real time. It evaluates
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system logs and user behavior. This approach is also effective

in identifying zero-day attacks and other unknown intrusions

[4], [12]. The second approach is Misuse-based IDS (MIDS)

also referred to as Siganture-based IDS (SIDS). Later in the

paper, when we refer to this approach, we will use the acronym

SIDS [8], [12]. SIDS is a simpler detection method than AIDS.

The system compares a database of known fingerprints or also

signatures, and looks for that attack type or which particular

attack is being carried out. SIDS are very effective for detect-

ing already known attacks and intrusions. The disadvantage of

this strategy is that in order to achieve a high success rate, we

need to have a database of all types of attacks even with their

different variants that contain outliers. Such a database must

be maintained and updated regularly [8]. Both AIDS and SIDS

approaches have their advantages and disadvantages. However,

the most optimal results come from using a combination of the

two in one system. This kind of system is called Hybrid-based

IDS.

3) Classification Based on Architecture: An IDS can be

implemented in three ways in terms of architecture. The first

IDS systems were exclusively implemented on a single device

or within a network and were isolated from other data inputs

[9]. Over time, communication between multiple IDS systems

was tested and the following three approaches were developed:

• Centralized CIDS,

• Decentralized CIDS,

• Distributed CIDS.

Such systems consist of monitoring and analysis units that

communicate with each other to more efficiently solve network

intrusion detection problems. Centralized IDS is built on a

single node that collects network traffic from multiple moni-

toring nodes. The central node analyzes this data and triggers

alerts [13]. In a Distributed IDS architecture, each entity in the

network is able to detect and respond to intrusions independent

of the others. As an advantage of this architecture, there is no

single point of failure [4]. The last approach to IDS systems

architecture is Decentralized IDS. This architecture uses a

hierarchical approach where preprocessing and correlation of

monitored data is done according to the hierarchy before data

and results are sent to higher level centralized units. The

advantage is that the performance bottleneck is reduced but

still the whole result relies on the central analysis unit [9].

III. GRAPH BASED MODELS IN CYBERSECURITY

Graph models have been used in security since the mid-

1990s. They provide useful methods for visualization and

analysis of security scenarios. They help in finding vulner-

abilities in systems and organizations. A great advantage of

such graphical models is the possibility of qualitative and

quantitative analyses [14].

For the purpose of this graph model review, we analyzed

several scientific papers by [15], [16], [14] and selected several

graph models from them. In this section, we describe the

classification of attack graphs as defined by Wachter [15] in

his survey of attack models. In the course of his work, he

selected 70 different attack graphs that had a specific name

defined and not just the generic name ”Attack Graph".

A. Classification of Attack Graph Based on Meta-Types

From past reviews of [17], [18], [14], Wachter was able

to identify 5 splits (i) Tree models vs. general graph models

(ii) Stateful models vs. stateless models (iii) Node- and Edge

Semantics (iv) Attack vs. Asset view (v) Exploit-oriented

Meta-Types [15].

Fig. 1. Attack Graph formalism categories [15]

1) Sequential vs. Static Attack Models: We start right away

with the first division, which divides all the analyzed models

into two groups. Sequential models and causal dependency

models. Sequential models contain both sequential and causal

dependencies in their edges while causal dependency models

(Static Attack Models) show common dependencies between

nodes [14].

2) Sequential Models -> Node Semantics: Sequential at-

tack models are further classified based on the semantics

of their nodes into three main types [15]: (i) Models that

focus on system components and help to identify vulnerable

targets.(ii) Vulnerability-centric models, these are particularly

effective in prioritizing vulnerabilities for patch management.

(iii) Condition-specific models, which highlight configurations

that could lead to compromise of systems.

3) Sequential Models -> Attack vs. Vulnerability: At the

second level, for static attack models, formalisms are cate-

gorized based on the refinement provided by [15]: (i) Attack

cause refinement models, which show the causal relationships

between events or elements leading to an attack. They are

useful in the context of threat modelling. (ii) Vulnerability

cause refinement models focus on the causal relationships

between the events or elements that cause vulnerabilities.

B. Attack and/or Defense Modeling

The classification of models according to their approach

from the 1 figure is not the only classification. Kordy et al. in

their paper [14] also pointed out a division according to the

perspective from which a given model/graph is built and mod-

eled. A graph modeling an attack focuses on attacker activity

and system vulnerabilities. A defensive model concentrates

on defensive aspects such as detection, reaction, response and

prevention. In some cases, there are models that focus on the

interaction of the two models. In this case, the concept of

agents (attacker, defender) is used to define what a given view

of the modeling graph looks like [15].

The authors of the review articles aim to categorize all

available and analyzed attack charts according to this aspect.

Thanks to this, it is possible to choose the right formalism for

a particular case.

C. Attack Graph Usage in IDS

Graph models are designed to support practical applications

in security. According to the authors, the formalisms are made

to help with Simulation, Security Quantification and Intrusion
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Detection. It is the last area that is important for improving

detection functionality. These models are used within the

fourth (iv) point in the chapter Components of IDS (II.

Intrusion Detection Systems).

In our opinion, an important component is the ability to

automatically generate graphs based on formalisms, network

information, and the results of vulnerability scans. This will

simplify the integration of graph models and improve the

detection capability of IDS systems [19].

We applied these criteria to the attack graphs analyzed in

the [15] review. We found 5 graph formalisms out of 70 that

satisfy our chosen criteria:

• Hyper-alert Correlation Graphs (2003) [20]

• Hyper-Alert Graphs (2006) [21]

• Alert Dependenct Graph (2011) [22]

• Activity Graph (1996) [23]

• Scenario Attacks; Requires-Provides Model (2001) [24]

D. Alternative Approaches

However, there are other alternative models that were not

appropriate to include within the main objective of the selected

graphical models. However, for completeness of the review, it

was important for us to mention these methods as well.

Petri nets were first mentioned in the thesis of [25]. Later

these networks were extended with additional attributes and

are called Colored Petri Nets [26]. Some authors combine

the concepts of security patterns or attack trees together with

Petri nets. Interestingly, Zakrzewska and Ferragut [27] present

models of extended Petri nets in their work, and they showed

that extended Petri nets are more readable compared to attack

graphs.

While not primarily designed for attack modeling, ap-

proaches derived from UML diagrams are more suited for

capturing threats and malicious behavior [14]. However, they

can still be used to model attacks although their limitation

when used in IDS is somewhat more limited.

IV. CONCLUSIONS

We analyzed several scientific publications in the field of

network security. We have described the needs for the use

of IDS and its operation. We have pointed out the most im-

portant IDS classifications chosen by us, such as Information

Source, Analysis Strategy and Architecture. Previous works

have shown the importance and effectiveness of Decentralized

IDS in the network, although there are still weaknesses and

drawbacks identified in this area, which opens opportunities

for further research and improvements of these systems.

In the second part of the paper, we took a closer look at the

processing of attacks and patterns that are directly or indirectly

exploited by IDS systems. These patterns are written in graph

formalisms or models. We briefly described the history and

classification of graph models according to previous research

and works. We highlighted the importance of using graph

models in IDS and selected five formalisms based on our

chosen criteria. The attack graph must support the IDS by

its functionality and at the same time it must be possible to

generate these graphs automatically. Finally, we also pointed

out alternative models for security incidents and attacks.

The identification of problems and future directions will be

primarily devoted to graph models, as we believe that this is

where further research needs to be devoted in order for these

models to act as a basis for continuous improvement of IDS

systems.

A. Problem Identification

During the analysis of graph-based models used in intrusion

detection systems (IDS), several persistent problems and re-

search gaps were identified. These gaps, which have also been

noted in previous literature, limit the practical deployment

and development of graph-based detection techniques in the

context of modern cybersecurity.

1) Lack of Standardization in Formalisms: Most existing

formalisms - such as attack graphs, attack trees, and Petri nets -

suffer from the lack of a standardized structure for representing

and analyzing attacks. Although visual model syntaxes such

as attack trees or Petri nets have been partially standardized

(e.g., as per the reference in [17]), there is no universally

accepted standard for graph-based IDS models. The result is a

fragmented research environment in which many models differ

only slightly, yet are treated as separate entities, as referenced

in [15] and [14].

Research gap: There is a lack of a unified framework or

ontology to support consistent generation, interpretation and

evaluation of graph models across different ITS implementa-

tions.

2) Out of Date Formalisms: As noted in the Using Attack

Graphs in IDS section, most of the models that meet our

selection criteria are from 2011 or earlier. These models

were developed to represent known attack behavior at the

time, and often lack the ability to represent newer types of

threats, such as threats involving polymorphic malware, lateral

movement in cloud environments, or attacks generated by

artificial intelligence.

Research gap: There has been limited recent work on

updating classic attack graphs to reflect modern threats or to

adapt them to today’s complex and dynamic systems.

B. Future Directions

Based on the findings presented in this paper and insights

from previous research, we have identified several promising

areas for further research. These areas are currently underex-

plored in the literature, but have great potential for advancing

the field of proactive cybersecurity, particularly in the context

of graph-based analytics and artificial intelligence. Our future

work will focus on the following three directions, with specific

approaches listed below:

1) Defender model with automatic generation: As pointed

out by Wachter [15] in his work, most existing models of

attack graphs focus on the attacker, with limited emphasis on

the defender’s view. Furthermore, there is currently no widely

adopted framework that allows for the automatic generation

of such defense-oriented graph models. In our future research,

we aim to fill this gap by designing and implementing a de-

fense graph model that integrates nodes representing defensive

assets (e.g., firewalls, IDS sensors), detection capabilities, and

mitigation responses.

Our planned approach involves analyzing system architec-

ture descriptions, firewall rules, and network topology data

to extract and encode defense configurations. Based on this

input data, we will create a graph generation engine that will

automatically produce a visual and analyzable structure. This

model will also take into account defensive countermeasures
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and detection points, allowing for the simulation of different

attack scenarios from the defender’s perspective. The gen-

erated graphs will support a variety of use cases including

blue team planning, incident response simulation, and risk

assessment.

2) large language models: The use of large language

models (LLMs), such as GPT, in cybersecurity is a relatively

new trend, but is gaining increasing attention. Recent work by

[28] has shown that LLMs can support security-related tasks

such as vulnerability identification or code analysis. In our

future work, we intend to explore two specific ways in which

LLMs can extend the use of attack graphs:

• Graph generation: LLMs can be used to parse unstruc-

tured threat reports, CVE descriptions, and security rec-

ommendations to automatically generate attack graphs.

We plan to create a pipeline that uses prompt engineering

and structured output formatting (e.g. JSON, GraphML)

to translate textual threat data into graph structures. This

will reduce the amount of manual work and improve

scalability.

• Natural Language Interaction: Our goal is to develop

a prototype that allows system administrators and ana-

lysts to query attack graphs using natural language, e.g.,

"Which paths lead to elevated privileges from host X?" or

"What are possible mitigation strategies for vulnerability

Y?". This approach increases usability for non-experts

and bridges the gap between complex graph structures

and operational security knowledge.

3) Attack variant detections: Another important future di-

rection is to explore the use of graph models to detect new

and variant forms of cyber attacks that traditional signature-

based systems may not detect. We propose to focus on graph

similarity analysis and subgraph matching techniques that can

reveal structural similarities between known attack paths and

new threats.

To support this, we plan to develop a framework for feature

extraction that converts attack graphs into numerical represen-

tations suitable for machine learning algorithms. Techniques

such as graph embeddings (e.g., Node2Vec, GraphSAGE) and

graph neural networks (GNNs) will be evaluated to detect

anomalous or suspicious graph structures. This method could

significantly improve the proactive detection capabilities of

intrusion detection systems, especially in identifying zero-day

exploits or polymorphic malware behavior.
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Abstract—Explainable artificial intelligence (XAI) is 

desperately needed, as seen by the growing use of advanced 
machine learning algorithms. This paper explores the 
development and evaluation of XAI methods, focusing on 
stakeholder needs and the application of different explanation 
methods in the medical and social media domains. In the medical 
field, we created a Multi-layer Perceptron classifier model and 
conducted a user study with students and doctors to compare 
explanation methods such as LIME, SHAP, ANCHORS, and 
PDP. Using a questionnaire, we examined the metrics: 
Understability, Usefulness, Trustworthiness, Informativeness 
and Satisfaction and evaluated methods for different user 
groups. In the social media domain, we used CNN, XGBoost and 
BERT models to detect hate speech and implemented SHAP and 
LIME explainability methods. In this case, the DoX method was 
used to evaluate explainability. 
 
Keywords— Explainability, explainable artificial intelligence, 

medical data, social media, user study 

I. INTRODUCTION 

Artificial intelligence (AI) systems have become essential 
for solving complex problems in various industries, including 
finance [1], social media [2], and healthcare [3]. However, it 
is increasingly important to understand the logic and 
functioning of AI models as they have a greater impact on 
vital systems and decision-making processes. Users are unable 
to trust and understand the decisions of AI models due to their 
opacity and lack of transparency. Explainable AI is therefore 
becoming a key field of study in AI. 

The problem is the complexity of AI models, which often 
appear very incomprehensible to the user, which can affect 
credibility. We refer to these models as "black boxes." In the 
context of AI, the term black box refers to models whose 
internal mechanisms and decision-making processes are 
incomprehensible or inaccessible to humans. It is difficult to 
gather or examine information regarding how outputs are 
produced from input data in these models. Deep neural 
networks are examples of extremely complicated "black 
boxes" that include millions of parameters that are impossible 
for the average person to comprehend. However, they 
frequently attain a great degree of accuracy and therefore find 
use in numerous fields. 

Moral and ethical accountability for judgments is essential 
in fields where choices have a direct impact on people's lives. 
A clear and understandable method enables us to promptly 
determine the cause and fix any errors that may arise. In many 

instances, this can help the system continue to evolve and 
prevent repeated mistakes that would do more harm than 
good. 

II. BACKGROUND AND PROGRESS 
The aim of our research is to design and verify a 

generalized methodology for deploying interpretable models. 
To create the right methodology, it is important to select 
appropriate aspects that influence the choice of the right XAI 
method in a specific scenario. In the article [4], we examined 
the basic division of XAI methods and defined essential 
questions that are important to answer when implementing 
XAI solutions: Who? What? How? 

 Who? - focus on the type of stakeholder, his 
knowledge, limitations, domain, form of explanation, 
applicability of explanation, etc. 

 What? - stakeholder needs, task type. 
 How? - technical parameters of methods, data types, 

evaluation of explanation.  
Our further research focused mainly on the stakeholder 

aspect, since explanations are created specifically for them. In 
the paper [5] we focused on the types of stakeholders, their 
division according to different studies and different needs. An 
important part of using XAI solutions is also their evaluation. 
Doshi-Velez and Kim [6] propose three main levels of 
explainability assessment: application-grounded, human-
grounded, and functionally-grounded. Application-grounded 
evaluation uses end-user experiments to test on a real-world 
task. Human-grounded evaluation tests are also used in 
practice; the only distinction is that lay participants are used in 
these studies. The functionally-grounded level employs a 
formal definition of explainability as a model of explanatory 
quality, but it does not call for human evaluation. One 
category of human-centered evaluations can be created by 
combining application-grounded evaluation and human-
grounded evaluation. We have further used this knowledge in 
medical research and in the fight against hate speech. 

III. MEDICAL DOMAIN 
As mentioned above, medicine is a field that is very 

sensitive to the use of artificial intelligence, as it directly 
relates to decisions about human lives. In article [7], we 
examined how XAI models perform from the perspective of 
their users. Two target groups participated in the user study 
we conducted: 25 students and 5 doctors. The aim of the 
research was a comparison of different explanation methods, 
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including LIME (Local interpretable model-agnostic 
explanations) [8], SHAP (Shapley additive explanations) [9], 
Anchors [10] and PDP (Partial dependence plot) [11], on a 
selected set of medical data. Specifically, it was the Pima 
Indians Diabetes Database, which is used in the field of 
gestational diabetes research.  

The ratio of 70 to 30 was used to split the training and 
testing sets. The data has undergone appropriate pre-
processing. Neural network (Multi-layer Perceptron 
classifier), logistic regression, decision tree, and random 
forest models were developed. With a 78% precision, the 
neural network produced the best results. This model was 
used to classify using explainability techniques. 

We focused on human-centered evaluation of explanations 
and examined five metrics: Understability, Usefulness, 
Trustworthiness, Informativeness and Satisfaction. All five 
have been part of several research papers regarding XAI 
evaluation [12], [13], and can be used for evaluation by asking 
the following questions: 

 Understandability: From the explanation, does 
the user understand how the model makes a 
decision? 

 Usefulness: Is the explanation useful to the user, 
to make better decisions or to perform an action? 

 Trustworthiness: Does the explanation increase 
the user’s trust in the model? 

 Informativeness: Does the explanation provide 
sufficient information to explain how the model 
makes decisions? 

 Satisfaction: Does the explanation of the model 
satisfy the user? 

We collected answers from the participants using a 
questionnaire and Likert scores (1-5) that contained various 
scenarios in which the methods were presented. We calculated 
the resulting score as the average of the individual ratings. 
The resulting score was calculated for both groups separately.  

The LIME approach received the highest ratings for 
understandability, usefulness, informativeness (for this metric, 
a lower result was better), and satisfaction from the student 
target population, while SHAP was praised for being 
trustworthy (Table 1). Subsequent analysis revealed that 
respondents' tastes varied and that there is no one-size-fits-all 
answer for XAI techniques. Certain measurements with high 
standard deviations show that different pupils perceive and 
interpret explanations differently. The local (LIME, SHAP, 
Anchors) and global (PDP) approaches do not differ 
statistically significantly. 

TABLE 1 
THE TARGET GROUP OF STUDENTS' AVERAGE SCORE AND VARIANCE 

 
 LIME SHAP ANCHORS PDP 

Understandability 4.2±0.91 3.76±0.97 3.76±0.72 3.68±1.18 

Usefulness 3.88±0.73 3.6±0.96 3.6±0.87 3.76±0.88 

Trustworthiness 3.96±0.89 4.04±0.79 3.72±0.89 3.64±0.95 

Informativeness 2.8±1.0 3.2±1.22 2.96±0.98 3.08±1.15 

Satisfaction 4.0±0.91 3.68±0.95 3.44±1.03 3.84±1.11 

We discovered that the doctors in the focus groups 
preferred methods that offered straightforward and 
unambiguous explanations. The LIME method stood out in 
terms of understandability, informativeness, and satisfaction, 
while the PDP was rated as the most dependable and helpful 
(Table 2). The findings showed that medical professionals’ 
perceptions of various XAI techniques vary widely among the 
population. The study identified no discernible differences 
between local and global XAI approaches, despite 
presumptions that they might be seen differently.  

All of these user study results highlight how crucial it is to 
customize XAI tools to end users' requirements and 
preferences in order to optimize their potential, encourage 
their adoption, and ensure their efficient application in real-
world scenarios. 

TABLE 2 
VARIANCE AND AVERAGE SCORE AMONG A TARGET GROUP OF DOCTORS 

 
 LIME SHAP ANCHORS PDP 

Understandability 4.0±1.22 3.8±1.1 3.4±1.52 3.2±1.64 

Usefulness 2.8±1.3 2.8±0.84 2.6±1.34 3.0±1.22 

Trustworthiness 3.8±0.84 3.8±0.84 3.0±1.0 4.0±0.71 

Informativeness 3.2±1.3 3.2±1.3 3.6±1.52 3.6±1.52 

Satisfaction 3.0±1.41 2.8±1.3 2.6±1.52 2.8±0.84 

 

IV. SOCIAL MEDIA DOMAIN 
Hate speech on social media can have serious consequences 

for individuals and communities, which raises the need for 
effective tools for its recognition and analysis. XAI plays a 
key role in this process, as it allows not only to identify 
problematic content, but also to understand the reasons why a 
certain text was classified as hateful or offensive. Toxic 
speech is negative or harmful statements that can be offensive, 
derogatory, racist or otherwise inappropriate. Our research 
[14] in this area copies the CRISP-DM (Cross-industry 
standard process for data mining) methodology, supplemented 
by additional phases dedicated to the explainability of the 
models and its evaluation. 

A. Business understanding 

The research focuses on creating models that would be able 
not only to accurately classify texts, but also to provide an 
explanation for their decisions, thereby contributing to the 
transparency and understanding of artificial intelligence in 
hate speech processing applications. This will not only allow a 
better understanding of how the models work, but also 
provide a basis for further improvements in the field of 
automatic recognition. 

B. Data understanding 
HateXplain [15] is a hate speech dataset that contains word 

and phrase-level annotations, including justifications for the 
labels. The posts come from Twitter (9,055 posts) and Gab 
(11,093 posts). The annotation was performed using workers 
from Amazon Mechanical Turk. These annotators classified 
each post as hate speech, offensive, or normal, and identified 
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the target communities to which the posts apply. Each post 
was annotated by three annotators, and the final classification 
was determined by majority vote. 

C. Data Preparation 

We split the data into a training and testing part in a ratio of 
80:20. The dataset does not contain missing values, and the 
data is cleaned of punctuation marks. The text in our dataset is 
already divided into tokens in advance. The next step is the 
vectorization process using the TF-IDF (term frequency–
inverse document frequency) method, which we chose 
because of models like XGBoost. 

D. Modeling and Evaluation 

In this phase, we focus on the training of the models 
themselves, which is a key part of the process. The CNN, 
XGBoost, and BERT models were chosen. The BERT model 
achieved the best results, namely 75% accuracy in classifying 
normal posts, 54% accuracy in classifying offensive posts and 
73% in classifying hate posts. 

E. Explainability 
For this purpose, we used a combination of different 

explainability models and techniques, namely XGBoost with 
SHAP, CNN with SHAP, BERT with LIME. In our paper 
[14], we analyzed in more detail three specific sentences 
selected from the dataset, which represent different types of 
textual inputs, using the SHAP and LIME methods. 

F. Explainability evaluation 
We used a metric called Degree of Explainability 

(DoX)[16], drawing inspiration from Ordinary Language 
Philosophy and Achinstein’s theory of explanations. It 
assumes that the degree of explainability is directly 
proportional to the number of relevant questions that a piece 
of information can correctly answer. This evaluation works 
with SHAP values, so it is focused only on CNN and 
XGBoost models. Explainable aspects represent different 
components or characteristics of predictions that we want to 
analyze in detail. In the context of the DoX metric, these 
aspects provide the basis for measuring the explainability of 
the model, we chose attributes, SHAP values, prediction 
values and a reference point (average value of predictions). 
The result is an evaluation of questions related to explainable 
aspects. The average DoX value for all questions and aspects 
is 0.322, which indicates a medium level of explainability, 
meaning that the model is able to provide relatively 
understandable explanations, but there is room for 
improvement. However, this evaluation method is 
complicated and only suitable for certain types of tasks and 
text explanations. 

V. CONCLUSION 
The studies described differed in the models and data types 

used. In the medical field, we evaluated the use of 
explainability methods using user study, where the LIME 
method dominated, which was successful in both user groups. 
In the social media field, we used the DoX tool for evaluation, 
which assessed that the solution had a medium level of 
explainability. Comparing the aforementioned studies, we see 
that human-centered evaluations provided us with more useful 
information. It will be useful to compare XAI methods across 

different domains and task types using additional metrics. Our 
next goal is to work with image data and use explainable 
methods and evaluate them. It will also be important to 
explore other aspects of the appropriate methodology for 
selecting XAI methods. 
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Abstract—The concept of Digital Twin (DT) has gained 

significant attention in the field of mechatronic systems, providing 

a virtual representation that mirrors the behavior and 

characteristics of physical assets in real time. This paper presents 

a comprehensive review of Digital Twin technology, comparison 

of digital twin to other similar technologies and showing possible 

solutions for digital twin. The review highlights the advantages of 

DT in predictive maintenance, performance optimization, and 

lifecycle management. The paper concludes with future research 

directions, emphasizing the potential of DTs in mechatronic 

systems.  

 

Keywords— Digital twin, mechatronic system, data-driven, 

model-based  

 

I. INTRODUCTION 

Simulation serves as a modeling tool for establishing an 

infrastructure that monitors the properties of a real-world 

system by transferring data from the physical environment to a 

virtual one. By enabling traceability in manufacturing 

processes, it provides advantages in terms of time efficiency, 

cost reduction, and risk management. The primary objective of 

simulation is to predict outcomes within a virtual environment, 

facilitating necessary preparations. A successful simulation is 

achieved by accurately replicating every aspect of the physical 

system in the digital world [1]. The concept of Digital Twin 

(DT) has emerged as a transformative paradigm that bridges the 

gap between the physical and digital realms in an ever-evolving 

technological landscape. A "Digital Twin= is a virtual 

representation of a physical system, process, or object, created 

by collecting and integrating real-time data from multiple 

sources [2]. This digital counterpart serves as a powerful tool 

for monitoring, analyzing, and replicating the behavior of its 

real-world equivalent. By providing a dynamic mirror of 

physical entities, DT enhances understanding, enables 

predictive insights, and support informed decision-making 

across various industries. DT encompass not only the geometric 

characteristics of a physical object but also its functional and 

behavioral attributes. By using real-time data from sensors, 

simulations, and historical records, they provide a dynamic 

representation of their physical counterparts. This enables data 

analysts and IT specialists to simulate and refine designs before 

manufacturing physical devices. Beyond their applications in 

production, digital twins play a crucial role in advancing 

technologies such as the Internet of Things (IoT), artificial 

intelligence (AI), and data analytics[1],[3].  

II. DEFINITION AND EVOLUTION 

The concept of DT has its origins in NASA´s use of 

computer models to simulate and manage space missions in the 

1960s [4]. DT on the other hand become well- known recently 

because of an improvement in sensor technologies, data 

analytics and cloud computing. The idea of DT was created 

because of the convergence of various technologies, which 

made it possible to gather, integrate and analyze data in real 

time. DT, as we know today was introduced in early 2000s by 

Michael Grieves in a course presentation for product life 

management [4]. Despite introducing this term much earlier, it 

took a few years to see it in use, where NASA used DT 

technology to mirror conditions in space to be able to perform 

tests for flight preparation [6]. Throughout the development of 

the DT model and its properties, various related concepts have 

emerged, including 8ultra-high fidelity9 [7], 8cradle-to-grave9 
[8], 8integrated9 model [8], and 8integral digital mock-up9 
(IDMU)9 [8]. These terms played a crucial role in shaping the 

evolution of the DT concept. However, given the widespread 

adoption and growing significance of DT, establishing a 

unified, comprehensive definition would offer considerable 

advantages. At its core, a DT is a digital counterpart of a 

physical entity. While the term "digital twin" may appear 

straightforward, its definition has been the focus of ongoing 

discussion and refinement. For instance, Abramovici et al. [9] 

and Schroeder et al. [10] view the DT as the final product, 

whereas Gabor et al. [12] and Rosen et al. [13] interpret it as 

encompassing the entire product lifecycle. Grieves [14] 

initially introduced the concept of DT with three core 

components: the digital (virtual) counterpart, the physical 

entity, and the connection between them. However, this model 

has since evolved, with Tao et al. [15] expanding it to five 

components by incorporating data and service as integral parts 

of a DT. Additionally, Tao et al. [16] identify verification, 

validation, and accreditation (VV&A) as key components, 

emphasizing that <DTs are characterized by the seamless 
integration between the cyber and physical spaces.= 

A very important part of describing DT technology is 

comparing it to other technologies which were either 

predecessors or are very similar to digital twin technology and 

with that comparison we can understand the main advantages 

of digital twin technology. 

DT stands at the forefront of real-time system representation, 

providing a dynamic, data-driven digital counterpart to 

physical systems. Unlike traditional simulations, which are 

often static and scenario-specific, DT continuously updates 

using real-world sensor data, enabling predictive maintenance, 

performance optimization, and advanced decision-making. The 

integration of IoT plays a crucial role in feeding live data into 

DT models, enhancing their accuracy and relevance. 
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On the other hand, Simulation serves as a widely adopted 

tool for analyzing system behavior under various conditions 

without real-world intervention [17]. While both simulation 

and DT rely on computational models, simulations are typically 

used for discrete event analysis or scenario testing without 

necessarily maintaining a continuous link to the physical 

counterpart. Simulation is fundamental in engineering, 

manufacturing, and logistics, where evaluating system 

performance under hypothetical conditions is critical. 

Closely related to simulation is Optimization, which focuses 

on refining system parameters to achieve maximum efficiency, 

cost reduction, or improved performance. Unlike a DT, which 

can mirror a system in real-time, optimization employs 

mathematical and heuristic algorithms to determine the best 

possible system configuration under given constraints. It is 

widely applied in supply chain management, resource 

allocation, and energy-efficient system design. 

For systems with decentralized interactions, Agent-Based 

Modeling (ABM) provides a unique simulation approach where 

individual entities (agents) operate autonomously and interact 

within a defined environment. This method is particularly 

useful for studying emergent behaviors in complex systems 

such as traffic networks, swarm robotics, and economic 

models. Compared to traditional simulation techniques, ABM 

offers deeper insights into adaptive and self-organizing system 

dynamics [18]. 

In contrast, Machine Learning (ML) and Artificial 

Intelligence (AI) play an important role in enabling data-driven 

decision-making and automation. Unlike simulation and 

optimization, which are rule-based, ML learns patterns from 

large datasets and improves over time. ML techniques are 

frequently embedded in DT frameworks to enhance predictive 

analytics, fault detection, and autonomous decision-making 

[19]. However, ML is dependent on vast amounts of training 

data and often lacks transparency in decision processes, posing 

challenges in critical applications. 

Another key concept is the Digital Prototype, which serves 

as a virtual model of a product or system used for design 

validation and testing before physical production [20]. While 

like a DT in representing a digital version of a system, a digital 

prototype is usually static and serves pre-development and 

testing purposes. It is widely used in product design, 

automotive engineering, and aerospace industries to accelerate 

innovation and reduce costs. 

As industries move toward higher levels of autonomy, 

Autonomous Systems are gaining prominence. These systems 

operate with minimal human intervention and are often 

empowered by AI and real-time decision-making algorithms. 

Autonomous vehicles, industrial robots, and smart 

infrastructure rely on a combination of ML, simulation, and DT 

technologies to enhance adaptability and safety. However, 

ensuring reliability in unpredictable real-world environments 

remains a significant challenge. 

While all the above technologies share overlapping 

applications, their core functionalities slightly differ. DTs are 

essential for real-time system integration, while simulation, 

optimization, and ABM serve as analytical and predictive tools. 

ML enhances data-driven intelligence, digital prototyping 

supports early-stage design validation, and autonomous 

systems represent the future of independent decision-making 

and operation. The interplay among these technologies is 

driving innovation in smart industries, digital manufacturing, 

and intelligent system design, highlighting the necessity of 

interdisciplinary research in engineering and computer science. 

Table 1 shows a summary of listed technologies and lists their 

key features. 

Table 1 Comparison of DT to other technologies 

Technology Key features 

Digital twin Real-time, twinning 

Simulation Static, one-directional 

Optimization Static, finds best solution 

Agent based modelling Static, no twinning 

Machine learning No twinning, 

Digital prototype Simplest, static 

Autonomous systems No self- learning (learning 

from past outcomes) 

 

To get to know DT technology it is also important to describe 

several types of digital twin which are shown at Figure 1. Main 

difference between them is scale of coverage. While some 

solutions may represent the smallest units of the production 

line, others might imitate the whole factory. 

 

Figure 1 DT types [21] 

The component twin, also referred to as the parts twin, 

represents the most fundamental level of DT technology. It 

corresponds to the smallest elements within a system, such as a 

sensor, switch, valve, or any other individual component of the 

equipment or product. By creating a virtual representation of 

these smart parts, it becomes possible to monitor their 

performance and simulate real-time conditions, allowing for 

comprehensive testing of their endurance, stability, and 

efficiency [22]. Although this type of DT replicates the 

manufacturing layout on a smaller scale, it significantly 

enhances the ability to oversee equipment components and 

ensure their timely maintenance. This, in turn, contributes to 

the overall stability of the production process and helps 

maintain high product quality. 

A product or asset DT represents the next level in the 

hierarchy of this technology. It is typically composed of 

multiple components twins or utilizes data from part twins to 

create a virtual model of a more complex asset, such as an 

engine, a pump, or an entire building. By providing a detailed 

representation of the asset, an asset twin enables analysis of 

how individual components interact and function together as a 

unified system. The adoption of assets or product DT allows 

engineers to gain valuable insights into equipment performance 

and identify areas for potential improvement. This, in turn, 

drives enhancements in productivity, optimizes key operational 

metrics such as mean time between failures (MTBF) and mean 

time to repair (MTTR), and contributes to more efficient 

resource utilization [23]. 

System twins operate at the system level, replicating how 

multiple assets interact and function together as cohesive units. 

This is why they are sometimes referred to as "unit twins." By 

offering a large-scale perspective of an entire factory or plant, 

system twins enable the testing of various system 

configurations to maximize efficiency and uncover new 

business opportunities, including potential revenue streams. A 

system twin encompasses a network of assets involved in a 
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specific operation, such as energy distribution or the production 

of a particular base product within a facility [23]. Unlike 

simpler DTs focused on individual components or assets, 

system twins provide real-time monitoring and advanced 

simulations that go beyond detecting malfunctions or failures. 

Instead, they offer valuable insights for strategic decision-

making, enabling businesses to optimize operations, improve 

process visibility, and drive long-term improvements in 

efficiency and productivity. 

At the highest level of DT technology, process twins 

integrate multiple system twins into a unified model, providing 

a comprehensive view of how different systems collaborate and 

synchronize. This advanced approach offers the most extensive 

perspective on workflows and processes within a plant or 

factory, enabling a deeper and more dynamic analysis of 

overall performance and output. 

Process twinning allows for the adjustment of key input 

variables, such as raw material feed rates or production 

temperatures, while simultaneously collecting data on resulting 

outputs. This can be done without interrupting actual 

manufacturing operations or lowering product quality. As a 

result, executives can safely and efficiently test various 

business scenarios, monitor critical performance metrics, and 

make informed, data-driven decisions rather than relying on 

intuition or guesswork [22]. 

III.  DIGITAL TWIN PROPOSAL 

To develop DT, it is important to choose a physical object 

and define the objective we aim to achieve using DT 

technology. There are two different approaches that can be 

used, each offering unique advantages depending on the type 

of application and available data. 

A. Model-Based DT 

Model-based simulation approach (MBS) is a structured 

methodology for defining requirements, designing, analyzing, 

and verifying complex systems [24]. It centers on using models 

to represent physical systems, whether natural, experimental, 

or application-based, comprising interconnected components 

performing specific functions. Simulating such systems with 

MBS relies on fundamental physical laws and engineering 

principles. The strength of MBS lies in its deep understanding 

of the system or process, using well-established scientific 

relationships. Model-based DTs extend MBS by incorporating 

enhanced sensors and AI-driven tools. Various studies 

demonstrate the implementation of model-based DTs across 

different applications. Korondi et al. [25] developed a DT of 

mechatronic drive based on the optimal control model of BLDC 

motor. Bachelor et al. [26] applied model-based DT to an 

aircraft ice protection system using Dassault Systems Dymola 

platform. Ward et al. [27] designed a machining DT for a CNC 

machine tool using MATLAB/Simulink. 

These examples highlight that model-based DTs are most 

applicable to systems with well-defined physical properties, 

relying on conventional modeling and simulation platforms, AI 

techniques, and IoT integration. However, their effectiveness is 

limited by the need for model simplifications, as they cannot 

fully capture infinite system complexities. Additionally, they 

struggle to account for unknown variables and noisy data, 

which pose significant challenges in high-complexity 

applications. 

B. Data-Driven DT 

The implementation of DTs allows operators to monitor 

production, test deviations in a controlled virtual environment, 

and enhance the security of process industries [28]. However, 

with the exponential growth of process data, traditional model-

based approaches struggle to accurately describe complex 

system states. As a result, data-driven modeling has emerged as 

a viable alternative for developing DTs. This approach 

identifies relationships between system variable input and 

output4without requiring exact knowledge of the system's 

physical behavior. Compared to conventional empirical 

models, data-driven methods offer significant advancements 

across various applications. Data-driven modeling depends on 

large, high-quality datasets to accurately characterize a system. 

These data enable key tasks such as classification, pattern 

recognition, associative analysis, and predictive analytics. The 

literature demonstrates the extensive application of data-driven 

DTs, particularly in complex systems. Wang et al. [29] 

developed a data-driven DT framework for a three-domain 

mobility system4including humans, vehicles, and traffic4
using Amazon Web Services (AWS). Nwoke et al. [30] 

designed FPGA- based digital twin for mechatronic system 

monitoring, this setup eliminates the need for big data and 

cloud upload, ensuring data privacy and faster, efficient 

implementation and update. Another article [31] is about digital 

twin case study on automotive production line, highlighting 

benefits of DT for optimizing whole production process. These 

studies emphasize the strong correlation between data-driven 

DTs and highly complex systems with vast amounts of data. 

Furthermore, they highlight that AI and Big Data platforms are 

commonly used to develop data-driven DTs, distinguishing 

them from traditional model-based approaches. Base 

comparison of Data-Driven and Model-Based digital twin is 

listed in Table 2. 

Table 2 Comparison of Model-Based and Data-Driven DT 

Comparison Model-Based DT Data-Driven DT 

Basis Mathematical 

equations (model 

simulations) 

Data collected 

from sensors 

Cost More expensive Less expensive 

Time of creation shorter Longer 

Applications Modellable 

physical systems 

Complex systems 

  

Data-driven and model-based DTs serve different purposes 

depending on the application. Model-based DTs, which rely on 

physics-based simulations, are particularly useful for the design 

and optimization of new products, allowing engineers to test 

and refine system behavior before physical prototyping. In 

contrast, data-driven DTs, which are using machine learning 

and big data analytics, are better suited for predictive 

maintenance and anomaly detection, as they can continuously 

learn from real-time sensor data to identify patterns and 

potential failures. While model-based DTs provide a deep 

understanding of system dynamics, data-driven DTs excel in 

handling complex, high-variability environments where precise 

physical modeling is challenging. In many cases, a hybrid 

approach combining both methods offers the most 

comprehensive solution, but it is also more difficult to design. 
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IV. FUTURE WORK 

Digital twin plays a crucial role in mechatronics systems. It 

brings together benefits that can help with designing and 

monitoring such systems. Currently our focus will be choosing 

a mechatronic system, most probably a flying shear machine 

used for cutting to length on material processing lines. This 

process is very short and dynamic, and it is very challenging to 

set the control algorithm properly. By developing a digital twin 

of flying shears, we would like to focus on predictive 

maintenance possibilities, most likely on monitoring of knife 

dulling, because the cutting knife plays an important role in 

such an application and can affect quality, efficiency of a 

cutting process and cost of a final product. To implement a DT 

technology, we will have to monitor important parameters 

during the cutting process- cutting force and motor torque. 

Based on these parameters, we will be able to determine the 

knife's condition.  
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Abstract—In an era of exponential growth of digital data,
efficient document organization and processing is crucial. Tradi-
tional methods of indexing and structuring often fail to handle
the volume and complexity of modern data. Therefore, it is
essential to develop new approaches that enable fast and accurate
processing of large volumes of text. Research in the field of
artificial intelligence (AI) offers promising solutions through
innovative methods of indexing and structuring text data. These
methods use modern machine learning algorithms, such as deep
neural networks and natural language processing (NLP) models,
which enable more accurate analysis of the context of documents
and their semantic relationships. In this article, we focus on an
overview of the current state of AI for document indexing and
structuring, with an emphasis on classical methods, the use of
artificial intelligence and machine learning, the advantages of
deep learning, and existing systems and solutions. The goal of
our research is to optimize these techniques with an emphasis
on the speed and accuracy of processing large volumes of data.
The proposed methods contribute to more efficient access to
information in various domains, such as digital archives, legal
documents, and scientific publications. In this paper, we present
our results and discuss the potential of these methods for future
applications.

Keywords—Artificial Intelligence, Machine Learning, Natural
Language Processing, Indexing Document, Structuring Docu-
ment, Deep Learning, Neural Networks, BERT, Transformer
models, Information Search, Big Data.

I. INTRODUCTION

In the current era of digital transformation and the ex-

ponential growth of textual data, we face the challenge of

efficiently organizing and processing documents. Traditional

indexing and structuring methods often struggle to handle

the volume and complexity of modern data. Therefore, it

is essential to develop new approaches that enable fast and

accurate processing of large text corpora.

Research in the field of artificial intelligence (AI) offers

promising solutions through innovative methods of indexing

and structuring textual data. These methods leverage advanced

machine learning algorithms, such as deep neural networks and

natural language processing (NLP) models, which allow for

more precise analysis of document context and their semantic

relationships.

The goal of our research is to optimize these techniques with

a focus on speed and accuracy in processing large volumes of

data. The proposed methods contribute to more efficient access

to information in various domains, such as digital archives,

legal documents, and scientific publications. In this paper, we

present our findings and discuss the potential of these methods

for future applications.

II. OVERVIEW OF THE CURRENT STATE OF ARTIFICIAL

INTELLIGENCE FOR DOCUMENT INDEXING AND

STRUCTURING

Currently, we are witnessing the dynamic development of

artificial intelligence (AI) methods applied to document in-

dexing and structuring. These technologies are revolutionizing

the ways we organize and retrieve information in digital

environments. From process automation to deep semantic

understanding, AI opens new possibilities for more efficient

document management.

A. Document Indexing and Structuring in the Context of

Digitization

Digitization has advanced rapidly in recent years. Ami-

raslani [1] analyzes this trend and highlights the importance of

efficient indexing and structuring methods in online databases.

Key techniques, such as inverted indexing and signature files

[2], play an indispensable role in organizing and searching

within digital environments.

B. Definitions of Documents in the Digital Age

In the digital age, having a clear definition of a document

is crucial. Amiraslani [1] states that a document can be

anything that provides information. This definition aligns with

the Merriam-Webster dictionary, which also includes computer

files. Briet’s definition [1] expands the concept of a document

to any object that represents a certain phenomenon. In the

context of digitization, it is therefore essential to understand

documents in their broader sense, encompassing various forms

of digital content.

C. Challenges and Opportunities

The use of AI in document indexing and structuring presents

numerous challenges and opportunities. Key challenges in-

clude:

• Language complexity: Natural language processing is

complex, especially in cases of multilingual and non-

standard texts.

• Dynamic nature of information: Digital content con-

stantly changes and evolves, requiring continuous updates

and adaptation of indexing and structuring methods.

• Security and data protection: In digital environments, it is

crucial to ensure the protection of sensitive information

and data.
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Despite these challenges, AI also offers numerous opportu-

nities:

• Automation: AI enables the automation of document

indexing and structuring processes, leading to time and

cost savings.

• More efficient search: AI allows users to find relevant

information more quickly and accurately.

• Personalization: AI can help tailor search results and

document organization to individual user needs.

III. CLASSICAL METHODS FOR DOCUMENT

STRUCTURING AND INDEXING

This chapter explores traditional methods of document in-

dexing and structuring, which serve as the foundation for effi-

cient information organization and retrieval. These approaches,

originally developed in library and archival environments, have

gradually been adapted to meet the needs of digital systems.

A. Database Searching

Effective indexing is crucial for the fast and accurate re-

trieval of documents. The Web of Science database, which

covers a wide range of languages, includes 248 indexed

journals in the field of Library and Information Sciences [1].

In the context of database limitations, Amiraslani [1] analyzed

the Taylor & Francis Online platform (with 2,700 journals) and

SAGE Journals (with 1,000 titles), identifying differences in

research availability.

B. Search Criteria

Global search engines utilize sophisticated algorithms to

process user queries, ensuring result relevance [1]. These al-

gorithms consider various factors, such as keyword frequency,

semantic similarity, and document popularity.

C. Document Types

Documents can be categorized based on their content, for-

mat, and purpose. Amiraslani [1] identified up to 120 different

document types, including academic texts, electronic books,

audiovisual materials, and more. This diversity necessitates

specific approaches to indexing and processing.

D. Document Properties

Key document properties include format, length, creation

method, management, and distribution [1]. Different formats,

such as PDF and HTML, require specific indexing methods

[2].

1) Production and Administration: The document creation

process involves identifying contributors, assessing their pro-

ductivity, and ensuring digitization. Content quality directly

impacts indexing efficiency [2]. The current trend points to the

digitization of document management, archives, and platforms

[1].

2) Distribution: Document distribution is closely linked to

copyright issues and visibility. Digital tools such as Creative

Commons licenses and Turnitin help address originality and

content protection concerns [1].

E. Digitization

Digitization enhances document preservation efficiency and

reduces management costs. This aspect is particularly benefi-

cial for libraries and institutions with limited budgets [1].

F. Documentation and Societal Impacts

High-quality documentation significantly improves effi-

ciency and decision-making across various fields, from

medicine to business. The preservation of documents plays

a crucial role in maintaining cultural heritage and supporting

innovation [1].

IV. UTILIZATION OF ARTIFICIAL INTELLIGENCE AND

MACHINE LEARNING IN NATURAL LANGUAGE

PROCESSING

We are currently witnessing a significant rise in artificial

intelligence (AI) and machine learning (ML) applications in

natural language processing (NLP). This chapter provides an

overview of key methods and models that yield promising

results in various NLP tasks.

A. Hybrid Models and Ensemble Methods

Hybrid models that combine multiple deep learning algo-

rithms overcome the limitations of traditional models. Jia et

al. [3] emphasize that these approaches improve accuracy

and flexibility in NLP tasks. Young et al. [4] analyze the

challenges associated with deep learning implementation in

NLP, highlighting the importance of embeddings such as

Continuous Bag of Words (CBOW) and n-gram embeddings

for better representation of polysemous words. In the context

of enhancing NLP model robustness, Jia et al. [3] highlight the

effectiveness of ensemble methods such as bagging, boosting,

and stacking.

B. Convolutional Neural Networks (CNN)

Convolutional neural networks (CNN) have proven to be

effective tools for extracting spatial and hierarchical patterns

in text, which is essential for tasks such as sentiment analysis

and text classification [3]. Young et al. [4] state that CNN

effectively respond to linguistic nuances and can be combined

with recurrent neural networks (RNN) to achieve even better

results. The use of CNN in sentiment analysis is further

explored in [5].

C. Recurrent Neural Networks (RNN) and LSTM

Recurrent neural networks (RNN) and their variants, such

as Long Short-Term Memory (LSTM) networks, are optimized

for processing sequential data. Due to their ability to maintain

context, they are suitable for tasks such as machine translation

and sentiment analysis [3]. LSTM networks address long-term

dependency issues through a gating mechanism [4]. The study

[5] describes the combination of RNN and CNN to achieve

better accuracy in NLP models.

D. BERT and two-way text processing

The BERT model (Bidirectional Encoder Representations

from Transformers) introduces a new approach to text pro-

cessing by reading it bidirectionally, significantly improving

contextual understanding [4]. The use of word masking allows

BERT to better represent language [3]. BERT achieves high

accuracy in various NLP tasks, such as text classification and

question answering [5]. This model sets new standards in NLP

and paves the way for further research.
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V. EXISTING SYSTEMS AND SOLUTIONS UTILIZING DEEP

LEARNING IN NLP

Deep learning empowers various NLP systems. Key exam-

ples include:

• Elasticsearch: Real-time search and indexing using fuzzy

matching and relevance analysis.

• Google AI: Transforming unstructured data for machine

learning-driven content analysis [6].

• Transformer Models: Revolutionizing NLP tasks like

translation and summarization through advanced se-

quence processing.

These examples represent traditional search (Elasticsearch),

commercial AI (Google AI), and modern deep learning (Trans-

former models). Deep learning enhances indexing and NLP

across many systems [7], enabling intelligent language appli-

cations.

VI. ARTIFICIAL INTELLIGENCE METHODS FOR

DOCUMENT INDEXING AND STRUCTURING

The use of artificial intelligence (AI) in document indexing

and structuring processes brings efficiency in handling vast

volumes of data [2]. Automated AI-based systems can analyze

and classify documents based on their content, significantly

improving search accuracy.

A. Indexing in the Context of Big Data

In the Big Data environment, effective indexing is crucial to

ensure fast access to large data sources. Traditional indexing

methods, such as B-trees and hashing, face limitations when

dealing with dynamically changing data [8]. In contrast, AI-

based methods, such as Latent Semantic Indexing (LSI) and

Hidden Markov Models (HMM), can identify hidden patterns

in data, improving indexing accuracy. To achieve scalability,

collaborative techniques combining machine learning advan-

tages with distributed data processing capabilities are increas-

ingly employed.

B. Automated Indexing

Automated indexing serves as an alternative to manual

document tagging. It utilizes machine learning methods and

controlled vocabularies (KOS) [9]. The automated indexing

process typically involves text preprocessing (stop-word re-

moval, tokenization, lemmatization), term importance eval-

uation (e.g., using the TF-IDF method), and assigning key

vocabulary terms. Various approaches, such as Support Vector

Machines (SVM), deep neural networks, and string-matching-

based methods, are successfully used in library systems and

databases.

C. Modern Approaches to Indexing

In specialized fields such as genomics, specialized tools are

developed for indexing vast sequential data. An example is

the Pebblescout tool, which combines hashing, compression,

and ranking methods for efficient indexing [10]. This system

collects 25-mer sequences, encodes them using Feistel cipher,

and stores them in B+ trees for fast access. It is used,

for example, for identifying genetic markers in metagenomic

databases.

D. Natural Language Processing (NLP) and the Advantages

of Deep Learning

NLP techniques like tokenization, stemming, lemmatization,

and sentiment analysis enhance text indexing [11], [12], [13].

Transformer models improve contextual understanding [14].

Deep learning benefits NLP through:

• Automatic Feature Extraction: Eliminating manual label-

ing and learning from large datasets [4].

• Diverse Input Processing: Integrating text, images, and

audio [5].

• Complex Pattern Handling: Utilizing CNNs and RNNs

for better language understanding [4].

E. Text Classification

Various methods are used for text classification tasks,

including Support Vector Machines (SVM), decision trees,

convolutional neural networks (CNNs), and recurrent neural

networks (RNNs) [15]. SVM identifies the optimal bound-

ary between text classes, decision trees provide hierarchical

decision-making, and CNN/RNN improve the analysis of

sequential data.

The combination of these methods creates robust systems

for processing and indexing documents, ultimately leading to

better organization and more efficient information retrieval.

F. Automatic Annotation and Summarization of Documents

Transformer models (GPT, BERT, T5) have transformed text

summarization. Structural considerations, like using chapters,

enhance results [16].

BERT (bidirectional context), GPT (abstractive summaries)

[17], and T5 (text-to-text tasks) [18] have revolutionized

summarization [19].

These models improve summary quality by understanding

context and generating coherent text.

G. Machine Learning Algorithms for Search and Indexing

Machine learning algorithms for document search and in-

dexing are continuously improving. Considering the structure

of a document, not just individual words and sentences, brings

significant improvements. Liu et al. [16] propose a model that

also takes chapters into account and achieves better results

compared to traditional approaches.

Machine learning, including models such as GPT and BERT

[14], has a significant impact on the accuracy of indexing

and searching. Techniques such as TF-IDF, BM25 [20], and

embeddings with vector spaces [21] are key for effective

search. These methods enable the identification of important

terms, consideration of document length, and analysis of

semantic relationships between words for improved search

results.

1) Comparison of Traditional and AI-Based Approaches:

TF-IDF, a traditional method, uses word frequency but lacks

semantic understanding. AI-based methods, like BERT em-

beddings, consider context, improving text comprehension.

TF-IDF may return irrelevant documents despite keyword

matches, while BERT embeddings identify semantically sim-

ilar content.

BERT embeddings outperform TF-IDF in information re-

trieval, particularly where context is vital. Karpukhin et al. [21]

demonstrated BERT’s superior performance in open-domain

retrieval.
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2) Scalability and Computational Costs: Deep learning,

while accurate, demands high computational resources, in-

creasing linearly with dataset size. Indexing large datasets with

BERT is costly compared to TF-IDF. Scalability is critical for

Big Data.

LLM research addresses computational costs for training

and inference. Google’s GLaM [22] and other studies [23]

focus on scaling and reducing costs through techniques like

quantization and sparse models.

Database and information retrieval research [24] compares

indexing methods, analyzing scalability and performance. Re-

search aims to optimize models and algorithms for reduced

computational costs.

3) Explainability of AI Models: AI models’ "black box"

nature hinders decision interpretation, crucial for indexing.

SHAP values and attention visualization clarify model deci-

sions.

SHAP values show input element contributions, while at-

tention visualization highlights key input parts. These methods

improve AI indexing transparency.

Attention visualization in transformers shows key

words/phrases, and SHAP values reveal influential document

features. Research focuses on intuitive AI model explanation

in text processing.

Molnar’s "Explainable AI: From Black Box to Glass Box"

[?] emphasizes explainability for AI trust.

VII. IDENTIFICATION OF PROBLEMS AND FUTURE

RESEARCH DIRECTIONS IN AI FOR INDEXING AND

DOCUMENT STRUCTURING

Research and development of artificial intelligence (AI) for

indexing and document structuring face several key challenges.

Despite significant progress, some aspects remain unresolved.

A. Identified Problems and Challenges

The major challenges in this field include:

• Scalability and efficiency: Modern AI models can process

large amounts of documents, but they are computationally

demanding. The challenge is to optimize them to be faster

and less resource-intensive while maintaining accuracy.

• Processing diverse document formats: Documents exist

in various formats, including scanned PDFs, handwritten

notes, and structured databases. Ensuring robust indexing

across heterogeneous formats remains a persistent prob-

lem.

• Semantic understanding and contextual knowledge: Cur-

rent AI systems struggle with nuanced meanings, espe-

cially in specialized domains. Ambiguities in text and

implicit contextual information can hinder accurate struc-

turing.

• Privacy protection and security: AI-driven document pro-

cessing raises concerns about data security, especially

in sensitive sectors such as healthcare and finance. Bal-

ancing AI efficiency with regulatory compliance remains

challenging.

• Adaptability to evolving language and terminology: Lan-

guage and domain-specific terminology evolve over time.

AI systems must be continuously updated to maintain

relevance and accuracy in indexing and document struc-

turing.

B. Findings from the Comparison of Existing Solutions

Analysis of current approaches to indexing and document

structuring has revealed their strengths and weaknesses. Mod-

ern AI systems based on deep learning achieve high accu-

racy but at the cost of significant computational demands

and limited interpretability. Traditional rule-based systems are

efficient in specific cases but lack the flexibility needed for

application across diverse domains.

Comparative analysis of various AI architectures has high-

lighted the potential of hybrid models that combine rule-

based and learning-based approaches to achieve a balanced

trade-off between accuracy and interpretability. Specifically,

models integrating symbolic processing and neural networks

appear promising for achieving higher accuracy and improved

interpretability. These conclusions are based on extensive

dataset analysis and experimental studies that compare the

performance of various models on standardized benchmarks.

For instance, performance analysis on datasets like PubMed

for medical texts and LegalBench for legal documents demon-

strated that hybrid models outperform both deep learning-only

and rule-based models.

C. Potential Solutions and Future Research Directions

For further advancement of AI in indexing and document

structuring, research should focus on the following areas:

• Optimization of AI models: Implementing techniques

such as model reduction, knowledge distillation, and

federated learning to improve efficiency and scalability

while maintaining accuracy.

• Multimodal learning: Integrating text, image, and audio

data analysis for more comprehensive processing of di-

verse document formats.

• AI techniques for privacy protection: Using federated

learning, differential privacy, and encrypted computation

to train models without directly sharing sensitive data.

• Explainable AI (XAI): Developing models that provide

transparent explanations of their decision-making pro-

cesses, crucial for adoption in legal and medical appli-

cations.

• Multilingual AI models: Research on developing models

that effectively process and interpret documents in mul-

tiple languages while preserving semantic integrity.

Based on these findings, it can be concluded that despite

the significant progress that AI has made in the field of docu-

ment indexing and structuring, there are still open challenges

that require further research. Focusing on the above research

directions can contribute to the development of more efficient

and reliable solutions with practical applications in various

industries. These prerequisites for further research are based

on an analysis of current trends in the field of AI, as well as on

the identified gaps in existing solutions. For example, the need

for model optimization stems from the growing volume of

data and requirements for real-time processing, while the focus

on multimodal learning reflects the need to process complex

documents that contain different types of data.
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Abstract—This paper addresses the computational limitations
of connected autonomous vehicles (CAVs) by optimizing deep
learning workload distribution between CAVs and edge servers.
We present a cooperative multi-agent deep deterministic policy
gradient (MADDPG) approach to determine optimal split points,
exit strategies, and autoencoder selection for compression. Our
evaluation compares this methodology against Edge ML, Edge
AI, and traditional server offloading approaches, demonstrating
significant performance advantages in vehicular edge computing
environments. Additionally, we explore the application of split
computing and early exiting techniques for Transformer-based
architectures and evaluate the efficacy of split computing for
reinforcement learning models in autonomous driving scenarios.
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I. INTRODUCTION

Connected autonomous vehicles (CAVs) represent a signif-

icant advancement in intelligent transportation systems with

the potential to revolutionize how we commute [1]. However,

the computational requirements for autonomous operation are

often extremely high for the onboard processing capabilities

available in these CAVs [2]. Consequently, recent research

demonstrates a clear shift toward offloading computation-

intensive tasks to nearby edge servers [3]. This approach

builds upon mobile edge computing (MEC), which has been

extensively researched for mobile devices. When adapted for

vehicular contexts, this paradigm is known as vehicular edge

computing (VEC). VEC extends traditional MEC by address-

ing vehicle-specific challenges, particularly higher mobility

and more stringent latency requirements for safety-critical

autonomous driving functions [4].

While full offloading has received more research attention,

autonomous applications frequently employ deep learning

(DL) approaches to perceive and interpret the surrounding

environment. These DL models are typically structured in

layers, and as shown in [5], such models can be strategically

split to distribute computation between the vehicle and edge

server. This approach has been shown to increase edge server

throughput (i.e., how many CAVs it can simultaneously serve).

Furthermore, when incorporating autoencoders for compres-

sion, as in [6], this method can also reduce overall task latency,

as transmitting the compressed intermediate layer outputs can

be significantly more efficient than offloading the complete

input images.

However, it is often advantageous to maintain some capabil-

ity for completing computation onboard the CAV, particularly

when connection to the edge server is degraded. To address

this challenge, we can implement early exiting techniques,

as shown in [5], where execution of the DL model can be

terminated at intermediate points based on available compu-

tational resources. While these earlier exits trade accuracy

for efficiency, they provide a crucial fallback mechanism

when network conditions deteriorate. As [7], [8] demonstrates,

the highly dynamic nature of the VEC environment makes

it beneficial to adaptively determine execution strategies for

DL models, specifically deciding which exit point to utilize

and where to position the computational split. This dynamic

approach allows the system to respond effectively to changing

network and computational conditions.

In this paper, we present our state-of-the-art approach for

determining optimal split points, exit strategies, and inter-

mediate compression sizes using a cooperative multi-agent

deep deterministic policy gradient (MADDPG) algorithm.

We benchmark our proposed methodology against leading

approaches, specifically Edge ML [7], which employs a

DDPG algorithm, and Edge AI [8], which utilizes a heuristic

approach. Additionally, we compare our results against the

conventional method of fully offloading tasks to the edge

server. Furthermore, we evaluate split computing and early

exiting techniques separately on advanced computer vision

models, particularly transformer architectures, as well as in

reinforcement learning contexts.

II. SYSTEM MODEL

Our system model comprises a set of vehicles V , where

each vehicle v ∈ V is connected to a single base station b.

Each vehicle generates NZt,v
tasks within a t time interval.

Each task z ∈ Zt,v contains specific information about the

computational requirements to be processed on the CAV and

base station, as well as the volume of data that needs to be

uploaded and downloaded between these entities.

To calculate latency for task z we use [9]:

tz =
ICAV
z

ηCAV
v

+
IES
z

ηES
+

cUL
z

rUL
t,v

+
cDL
z

rDL
t,v

+ twait
z , (1)

where ICAV
z and IES

z represent the computational complexity to

be executed on the CAV and edge server respectively (calcu-

lated as in [9]), ηCAV
v and ηES are the processing capabilities of

the CAV and edge server, cUL
z and cDL

z denote the data sizes

for upload and download, rUL
t,v and rDL

t,v are the uplink and

downlink data rates at time t for vehicle v calculated according

to [9], and twait
z accounts for any queuing delay.
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III. PROPOSED APPROACH

In this section, we will first detail our proposed decision-

making framework using MADDPG. Then, we will exam-

ine the implementation of split computing and early exiting

in transformer-based models. Finally, we will explore the

application of split computing for models in reinforcement

learning scenarios. It is important to note that our analyses of

transformer-based models and reinforcement learning appli-

cations do not incorporate the decision-making mechanisms

discussed in the MADDPG framework.

A. MADDPG Framework

As discussed in our paper [9], we first modify our DL

model by incorporating early exits and splits, where each split

contains multiple autoencoders for different compression sizes.

Each autoencoder is a small convolutional neural network

(CNN) that compresses the number of channels. Note that

papers such as [6] also compress spatial dimensions (i.e., width

and height); however, in our case, we use small image sizes,

and therefore compressing spatial dimensions doesn’t prove

beneficial. Nevertheless, our proposed approach can be applied

in a similar fashion to spatial compression.

Subsequently, we execute our DL model and dynamically

select which split, autoencoder, and exit to utilize. This de-

cision process is implemented using MADDPG, where the

reward function is defined as a weighted sum of achieved accu-

racy and latency–as defined in [9]. This is significant because,

while other works such as [7] only choose rewards based on

which exit is selected (i.e., preferring later exits, but assigning

large negative rewards if a task exceeds its deadline), our

approach must also account for different compression sizes,

which additionally impact accuracy. We utilize MADDPG,

an actor-critic approach specifically designed for continuous

action spaces. However, since our approach only requires three

discrete values, we implement Gumbel-Softmax, which was

specifically developed for DDPG algorithms in discrete action

environments.

B. Split Computing and Early Exiting for Transformer-based

Models

A key limitation of our approach in [9] is its exclusive

use of CNNs for image classification. This is restrictive as

transformer-based models now outperform traditional CNNs

and offer better capabilities for autonomous vehicles. For

CAVs, image classification alone inadequately represents real-

world scenarios, where semantic segmentation provides more

comprehensive environmental understanding.

We implemented a transformer-based model for semantic

segmentation with integrated splits using CNN autoencoders

for compression. Although transformer outputs contain richer

information than convolutional layers, they remain compress-

ible numerical data. The transformer architecture’s depth natu-

rally provides intermediate outputs used during training, which

serve as ideal locations for implementing early exit branches.

C. Split Computing for Reinforcement Learning algorithms

While previous works focus on computer vision tasks, these

models typically function as components of larger pipelines

that manage autonomous driving operations. Here, we utilize

a DL model to handle highway lane-switching decisions and

apply split computing techniques to this model. For this

application, we exclusively use CNN networks for two key

reasons: first, they are more extensively researched in the

context of split computing, and second, they are commonly

employed in vehicle control scenarios. We also implement

small CNN architectures as autoencoders for compressing the

intermediate outputs at split points.

IV. NUMERICAL RESULTS

In this section, we will examine each study and present key

research findings.

A. Results for MADDPG Framework

Fig. 1 presents a comparison of our proposed approach

against other state-of-the-art methods. We used the VGG-16

[10] architecture on the CIFAR-10 dataset as our benchmark

task for CAV computation. The results demonstrate that our

approach outperforms competitors in both latency and accu-

racy metrics. It’s important to note that tasks exceeding their

deadlines are counted as misclassified. The data suggests our

proposed approach has a significantly lower task drop rate

compared to alternative methods. for more comprehensive

research results we refer readers to [9].

Fig. 1: Results for MADDPG proposed approach comparing

against state of the art with accuracy weight of 0.5 and latency

weight of 0.9 and NZt,v
= 165 tasks generated per second.

B. Transformer-based results

Here, we evaluate split computing and early exiting for a

transformer-based model, specifically the Segmentation Trans-

former (SETR) [11]. In this scenario, our CAVs perform

semantic segmentation using the Cityscapes dataset. Fig. 2

presents a map of all possible strategies with their correspond-

ing latency and accuracy results. Note that N/A fields indicate

invalid strategies (i.e., when the split occurs after the early exit

point where execution terminates).

As shown in Fig. 2, early exits often achieve better accuracy

when the CAV can execute these exits compared to split

computing. This advantage stems from the additional accuracy

loss caused by compression in split computing. However,

early splits significantly outperform in terms of latency. These

maps demonstrate the importance of selecting an appropriate

strategy based on environmental conditions (e.g., a CAV with

limited computational power may be unable to execute any

exit). Note that the 19th split and beyond achieves 0 accuracy

with 0.067s latency because all tasks are dropped, as CAVs

cannot execute that many layers onboard.
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(a) Achieved accuracy to current strategy

(b) Achieved latency in seconds to current strategy

Fig. 2: Results for split computing and early exiting for SETR

model

C. Results for Reinforcement Learning Algorithm

We evaluate split computing for reinforcement learning

using the Highway environment from OpenAI Gym, which

provides a bird-eye view for lane switching–a perspective

actively researched for CAVs (see e.g., [12]). Unlike conven-

tional approaches that train autoencoders using MSE loss, we

train ours by freezing other network layers and optimizing

directly with the reinforcement learning reward function. Fig-

ure 3 demonstrates that split computing significantly reduces

offloaded data size while impacting reward performance.

V. CONCLUSION

In this paper, we have demonstrated that our MADDPG

Framework outperforms state-of-the-art approaches through its

cooperative multi-agent design. By incorporating autoencoder

selection, we enabled more flexible strategy optimization

despite increased training complexity. We also highlighted

the importance of split computing and early exiting for both

Transformer-based models and reinforcement learning. Future

Fig. 3: Results for reinforcement learning model showing data

size after compression and impact on reward

work will include comprehensive evaluation of reinforce-

ment learning split computing and development of specialized

decision-making algorithms for these architectures.
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Abstract—Cybersecurity education is essential as digital
threats evolve, yet traditional training methods often fail to
engage diverse learners or drive meaningful behavioral change.
Passive, compliance-based instruction does not effectively address
the needs of individuals with limited technical skills or critical
thinking abilities. This paper examines the limitations of current
cybersecurity education and explores gamification as a strategy
to enhance engagement, knowledge retention, and real-world
application. Gamified learning methods, such as cybersecurity
escape rooms, phishing awareness games, and adaptive simula-
tions, provide an interactive alternative to traditional instruction.
While gamification offers many advantages, challenges remain,
including measuring long-term behavioral impact and ensuring
accessibility for all learners. This study reviews existing solutions
and outlines future directions for integrating game-based learning
into cybersecurity training programs.

Keywords—cybersecurity, gamification, education, game-based
learning

I. INTRODUCTION

Cybersecurity education must prepare diverse learners, in-

cluding children, older adults, and non-technical users [1],

yet current programs often fail to engage those with limited

critical thinking or technical skills. The main challenges in

cybersecurity education remain: first, creating awareness about

security threats, and second, equipping individuals with prac-

tical skills to protect themselves. Recent research highlights

the interdisciplinary nature of cybersecurity education and

calls for age-appropriate training starting as early as primary

school. Essential competencies such as phishing detection,

password security, and privacy awareness should become part

of early education, especially given the increasing digital

exposure among children [2].

Despite this, many curricula still treat cybersecurity merely

as a subtopic of computer science rather than an essen-

tial life skill. Moreover, Crabb et al. [3] reveals that only

16% of 50 reviewed studies compare instructional methods,

mainly focusing on content delivery instead of how learners

acquire cybersecurity competencies. This gap is particularly

critical for non-technical users. Although Digital Game-Based

Learning has shown potential benefits, it also faces known

limitations such as limited long-term impact assessment and

varying instructional quality [4], [5]. Similarly, while serious

games have been used successfully to teach programming

concepts [6], [7], not all of them foster deep understanding, as

noted by Livovsky et al. [8]. In light of these challenges, gam-

ification emerges as a promising approach to improving cy-

bersecurity education engagement and knowledge retention.

Studies confirm that game-based learning significantly boosts

motivation and retention [9], and applying Bloom’s Taxonomy

to game-based scenarios has been shown to enhance critical

thinking in security contexts [10].

Building on these observations, this paper examines the

current state of cybersecurity education, focusing on its per-

sistent challenges and the potential of gamification to ad-

dress them. It explores how gamification can make security

training more accessible, inclusive, and practical, particularly

for those struggling with conventional learning methods. It

analyzes existing frameworks, identifies their limitations, and

discuss gamification techniques like escape rooms, phishing

awareness games, and decision-based simulations to improve

cybersecurity education for diverse audiences.

II. GENERAL CHALLENGES IN CYBERSECURITY

EDUCATION

Some studies and recent reviews suggest that future research

should focus on two aspects: (1) understanding the long-term

behavioral impact of gamified cybersecurity education, and (2)

establishing clear evaluation criteria for assessing its effec-

tiveness. Cybersecurity competitions, such as the Pacific Rim

Collegiate Cyber Defense Competition, have been explored

as alternative learning strategies, providing real-world training

opportunities for cybersecurity students [11]. Gamification

offers an opportunity to address this challenge by providing

hands-on training for learners who might struggle with ab-

stract or technical cybersecurity concepts. While cybersecurity

threats require analytical thinking and problem-solving, many

individuals, such as young children, elderly users, and people

without technical backgrounds, struggle with recognizing de-

ception tactics, such as phishing scams or social engineering

attacks. Traditional training methods assume a baseline level of

analytical ability, which can lead to gaps in learning for those

who do not naturally think critically about security risks. Gam-

ification and interactive learning experiences can help bridge

this gap by training pattern recognition and decision-making

skills in a controlled, risk-free environment. Instead of relying

solely on abstract knowledge, game-based training immerses

learners in practical cybersecurity scenarios, allowing them

to practice identifying threats without requiring deep prior

knowledge. Future work should explore how cybersecurity

games can be designed specifically for learners who struggle

with traditional security awareness training. This could include

decision-tree-based learning, gamified risk simulations, and

challenges that adjust difficulty based on the learner’s skill

level.
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III. THE HUMAN FACTOR IN CYBERSECURITY

Recent events highlight that even highly skilled users

fall victim to cyber threats, often due to behavioral factors

rather than a lack of technical knowledge [12]. According to

Verizon’s 2024 Data Breach Investigations Report, phishing

and pretexting tactics constitute 73% of social engineering

breaches [13], confirming that human error remains a leading

cause of cybersecurity failures [14], with frequent issues

like social engineering, misconfigurations, and poor password

practices increasing vulnerability. A Study by Kweon et al.

[15] highlights that many organizations invest in advanced

security infrastructure while neglecting the human element,

which leads to persistent security gaps. Iuga et al. [16] found

that users detected phishing attempts with an average accuracy

of 65.63%, with pop-up-based attacks being particularly de-

ceptive. Despite anti-phishing training, participants’ detection

scores only improved marginally (67.10% vs. 65.55%), and

none achieved a perfect score, highlighting the limitations

of conventional training methods. Additionally, demographic

factors such as gender and PC experience influenced phish-

ing detection success.These findings reinforce prior research

suggesting that experience and exposure to cybersecurity

risks influence awareness levels, underscoring the urgent need

for more effective interactive training approaches, such as

gamified learning, to enhance decision-making in real-world

phishing scenarios. Catal et al. [17] emphasize the growing

complexity of cyber threats and argue that traditional security

training must evolve to integrate human-centered cybersecurity

education. This aligns with research on gamified learning,

which aims to make cybersecurity training more adaptive and

engaging.

A. The Need for Behavior-Oriented Cybersecurity Training

Traditional security training programs typically rely on pas-

sive learning methods, such as video tutorials and compliance

checklists. However, recent research suggests that interactive,

gamified learning approaches can significantly improve knowl-

edge retention and security behaviors, as stated by Daineko

et al. [18]. Practical cybersecurity training should incorporate

real-world attack simulations, interactive gamification strate-

gies, and adaptive learning models tailored to individual risk

profiles. By integrating interactive and game-based method-

ologies, cybersecurity education can become more effective

in reducing human errors and strengthening organizational

security. Catal et al. [17] suggest that gamification and adaptive

training models can bridge the gap between cybersecurity

education and industry needs by making security awareness an

interactive, ongoing process rather than a one-time compliance

exercise.

IV. GAMIFICATION IN CYBERSECURITY TRAINING

Gamification has been widely recognized for its ability to

enhance engagement in cybersecurity education. Research by

Faith et al. [19] suggests that incorporating game elements like

points, levels, and interactive scenarios significantly improves

both learning outcomes and student motivation. Furthermore,

studies, including those by Ros et al. [20], indicate that

realistic game design and contextualization are critical for

fostering engagement and retention in cybersecurity courses.

Similarly, the benefits of game-based learning extend to other

technical disciplines, with research showing improvements in

motivation and learning outcomes in areas such as robotics

[21] and computational thinking [22]. The effectiveness of

gamified cybersecurity training is typically assessed through a

combination of quantitative and qualitative measures, such as

pre- and post-test knowledge scores, phishing detection rates

[16], self-reported motivation [20], and observed behavior

changes [23]. However, the literature reveals a lack of stan-

dardized methods for evaluating whether improved awareness

translates into secure real-world behavior, especially over time.

Examples of Successful Gamified Cybersecurity Education

Several cybersecurity education programs and gamified ap-

proaches have been developed to enhance learning engagement

and retention. This section reviews key existing solutions,

examining their effectiveness and limitations.

1) Cybersecurity Escape Rooms: Escape rooms have been

introduced as an innovative method for cybersecurity educa-

tion. Buckley and Buckley [24] developed a cybersecurity-

themed escape room using the EscapED framework. Similarly,

Bullee and Koning [25] incorporated Bloom’s Taxonomy

principles into their escape room design. The training engages

participants across cognitive skill levels by aligning escape

room puzzles with Bloom’s Taxonomy: remember, understand,

apply, analyze, evaluate, and create. This structured learning

approach ensures that participants gain theoretical knowledge

and retain and apply it in realistic cybersecurity scenarios.

Additionally, integrating privacy principles into cybersecurity

escape rooms is essential to make training relevant to real-

world concerns. The effectiveness of cybersecurity escape

rooms highlights their potential as an engaging and interactive

training method. However, while short-term engagement and

knowledge retention are high, further research is needed to

assess their long-term behavioral impact in real-world cyber-

security practices.

2) Phishing Awareness Games: Gamified approaches have

also been applied to phishing awareness training. Arachchilage

and Love [26] proposed a game design framework focused

on educating users to identify and avoid phishing attacks.

Their research emphasized the role of threat perception in

cybersecurity education, suggesting that interactive gaming

scenarios can improve user awareness.

3) Cryptography Education Through Games: Huitema and

Wong [27] explored the use of a gamified approach in cyber-

security education programs, specifically for teaching cryp-

tographic concepts. Their study demonstrated that integrating

gamification into cryptography training helped students un-

derstand fundamental encryption algorithms while maintaining

engagement.

4) Cyber-Hero: A Gamified Cybersecurity Awareness
Framework: Cyber-Hero is a gamification framework de-

signed to enhance cybersecurity awareness among high school

students. Developed by Qusa and Tarazi [28], the platform

allows students to create individual accounts within their

schools, granting them access to a series of cybersecurity-

focused serious games. These games cover essential topics

like password security, phishing recognition, and cybersecurity

awareness. Each game session is brief and is designed to be

repeated periodically, reinforcing acquired knowledge through

repetition. Cyber-Hero also incorporates an evaluation system

that assesses students’ cybersecurity awareness levels based

on predefined criteria. The platform continuously measures
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progress and long-term behavioral change in cybersecurity

practices. The research highlights that gamification effectively

alters human behavior, particularly in improving password

selection and encouraging safer digital habits. The framework

demonstrates how structured gamification can contribute to a

more cyber-aware generation.

V. ONLINE SAFETY PROGRAMS

Beyond traditional gamification, roleplaying-based gamifi-

cation has shown promise in improving students’ ability to

apply cybersecurity knowledge in real-world scenarios [29].

Cybersecurity education can extend beyond theory by immers-

ing students in interactive roleplaying exercises and promoting

practical decision-making skills.

1) Google’s “Be Internet Awesome”: Google’s “Be Internet

Awesome” program was designed to teach children about

online safety through interactive lessons and activities. A

study by Jones et al. [30] evaluated its effectiveness using

a cluster randomized controlled trial. The results showed that

students who participated in the program exhibited improved

knowledge of online safety concepts and increased confidence

in handling online challenges. However, the study found no

significant impact on behaviors related to online privacy,

cyberbullying, or parental engagement in addressing online

issues. Seale and Schoenberger [31] critically analyzed the

program and pointed out that while it addresses fundamental

internet safety principles, it lacks depth in discussing the

broader implications of data usage and privacy beyond individ-

ual user responsibility. They argue that it presents Google as an

authoritative source on internet safety without fully addressing

systemic privacy concerns.

2) IBM’s Cybersecurity Escape Room: IBM has developed

a cybersecurity escape room designed to train employees on

best practices in cybersecurity. Research on similar escape

room methodologies [24], [25] suggests that such interactive

training environments enhance learning retention and engage-

ment. The gamification elements in these programs have been

shown to foster motivation and collaboration, making complex

cybersecurity concepts more accessible.

These implementations serve as practical case studies

demonstrating how gamification strategies can be aligned with

the proposed evaluation criteria, highlighting both their bene-

fits and limitations when applied to different target groups.

Challenges of Gamification in Cybersecurity Education

Despite its advantages, gamification in cybersecurity edu-

cation faces several limitations. Research suggests that while

gamified approaches increase engagement and short-term

knowledge retention, their long-term effectiveness in changing

user behavior remains uncertain [23]. Many cybersecurity

training games emphasize threat recognition rather than real-

time decision-making, limiting their impact beyond controlled

learning environments [26]. Moreover, gamification does not

work equally well for all users. These issues also pose chal-

lenges to the scalability of gamified approaches, especially

when addressing diverse audiences such as children, older

adults, or non-technical users with lower digital literacy. Putz

and Treiblmaier [32] found that individual personality traits,

such as intrinsic vs. extrinsic motivation, significantly affect

engagement levels in cybersecurity games. Older adults and

individuals with lower digital literacy levels often struggle with

game-based training, limiting the scalability of these solutions.

VI. SECURE PROGRAMMING AND RISK-FREE LEARNING

Cybersecurity training should not be limited to general

awareness. It must also include secure coding practices, par-

ticularly for software developers who directly impact system

security. Poor programming practices have led to significant

cybersecurity failures, emphasizing the need for proactive

security education integrated into software development cur-

ricula. Developers often lack sufficient exposure to security-

oriented code reviews, which are critical for identifying vul-

nerabilities before deployment. Traditional education methods

rely heavily on theoretical knowledge, but research suggests

that interactive, hands-on learning experiences are far more

effective in instilling secure coding practices.

A. Game-Based Approaches for Secure Programming

A game-based approach, such as the To Kill a Mocking

Bug serious game by Iosif et al. [33], has been developed

to train programmers in identifying software security risks

and vulnerabilities by simulating real-world debugging sce-

narios. This gamified training framework aligns with industry

security standards, such as IEC 62443 and CWE, ensuring

that programmers are not only aware of security threats

but are also equipped with practical skills to mitigate them.

Further supporting this approach, article from Iosif et al. [34],

about DuckDebugger has been introduced as a cybersecurity-

oriented code review tool, utilizing game mechanics to en-

gage developers in analyzing and correcting security flaws in

software projects. Empirical evaluations indicate that serious

games significantly enhance secure coding awareness among

programmers, leading to improved software quality and secu-

rity posture.

B. Gamification for Secure Coding

The integration of gamification into secure programming

education has been demonstrated through various initiatives. A

study on serious games for industrial cybersecurity has shown

that interactive game-based training can enhance developers’

understanding of cyber threats in industrial control systems

while reinforcing secure programming techniques [35]. By

placing programmers in simulated attack scenarios, such

training allows them to practice defensive coding strategies

in a controlled, risk-free environment. Given the increasing

complexity of software security threats, it is crucial to expand

beyond static learning models and incorporate interactive

cybersecurity simulations into programming education. The

use of cybersecurity-focused game environments has proven

effective in improving not only developers’ awareness but also

their ability to apply security measures in real-world coding

projects. This evidence reinforces the importance of gamified

cybersecurity training for programmers, ensuring that secure

development practices become second nature. Future research

should explore adaptive game-based learning models that cater

to different experience levels among developers, allowing for

personalized cybersecurity education paths.

VII. CONCLUSION

Gamification has shown promising results in improving

engagement and knowledge retention. However, its long-term

influence on behavior and scalability across diverse learner

groups remains an open challenge. Factors such as varying
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levels of digital literacy and learner motivation further affect its

practical effectiveness. By analyzing existing frameworks, this

paper identifies limitations of traditional cybersecurity educa-

tion, while future research should focus on developing adaptive

gamified platforms tailored for vulnerable user groups, includ-

ing learners with low digital literacy. Additionally, there is a

need for longitudinal studies that measure not only knowledge

acquisition but also persistent behavioral changes and real-

world application of cybersecurity skills.
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Abstract—Manual evaluation of students’ knowledge is an
inherently time-consuming and labor-intensive process, which
can often lead to inconsistencies and delays in feedback. The
automation of this process offers a promising solution, partic-
ularly through the use of tests and practical assignments that
are evaluated automatically. Such automation can significantly
improve efficiency, accuracy, and the timeliness of feedback
provided to students. A key to developing these automated
evaluation systems lies in the construction of well-designed and
reliable educational tests. These tests can be created using either
classical test theory or item response theory (IRT). Item response
theory, in particular, provides a more sophisticated approach to
test design, as it accounts for varying levels of difficulty and
individual student abilities, ensuring a more detailed evaluation.

In this paper, we explore the current state of research and
practice in the field of educational test development, specifically
focusing on the use of IRT for the automated evaluation of
students’ knowledge. We delve into the principles of test the-
ory, emphasizing the advantages of using IRT over traditional
methods. Additionally, we discuss our work in developing an
application for the automated evaluation of tests based on IRT,
which aims to streamline the assessment process for practical
assignments in software engineering. This paper provides insights
into the potential of such system to enhance the objectivity and
efficiency of educational evaluations, ultimately benefiting both
students and instructors.

This research contributes to the development of efficient and
objective methods for assessing students’ knowledge, enabling
more accurate diagnostics of their abilities. By introducing IRT
into automated testing, it advances educational practice toward
data-driven and individualized evaluation.

Keywords—Automation, Item Response Theory, Test Quality
Evaluation

I. INTRODUCTION

Effective assessment of test results is an integral part of

the educational process. For instructors, it is crucial not only

to evaluate students’ abilities, but also to analyze the quality

of test questions in order to improve the objectivity of the

assessment. One of the key methods for evaluating test quality

is the calculation of the KR-20 coefficient[1], which measures

the internal consistency of the questions and provides insights

into the overall reliability of the test.

Currently, most instructors work with test results exported

from the Moodle system, which offers basic statistical sum-

maries. However, these summaries are limited and do not

provide the ability to analyze advanced statistics, such as KR-

20, in detail. Calculating this value often requires manual data

processing using external tools, which can be time-consuming

and prone to errors. These limitations highlight the need for

a tool capable of automating such operations and presenting

them to instructors in an intuitive and efficient format.

II. BACKGROUND

Item Response Theory (IRT) is a framework used to model

the relationship between a student’s latent ability and their

performance on individual test items [2]. Unlike classical

test theory, which assumes that all test items have the same

difficulty for all test-takers, IRT allows us to use a more

detailed approach [3]. IRT considers the varying difficulty

levels of items and the probability that a test-taker with a

certain ability will correctly answer a particular item [4]. This

model is essential for creating tests that are more accurate in

measuring student ability across diverse populations. IRT has

found widespread use in fields like educational assessment,

psychology, and health measurement, as it provides valuable

insights into both the quality of test items and the reliability

of the test itself [5].

One of the most commonly used reliability measures in ed-

ucational testing is the KR-20 coefficient. The KR-20 (Kuder-

Richardson Formula 20) is a special case of the Cronbach’s

alpha coefficient, designed specifically for dichotomous items

(i.e., items with only two possible responses, such as correct

or incorrect answers), but can be applied to other item types

as well. The KR-20 coefficient is used to assess the internal

consistency or reliability of a test [1], which indicates the

degree to which all items on the test measure the same

underlying construct. The value of KR-20 ranges from 0 to

1, where a higher value suggests better internal consistency

and thus higher reliability of the test. A value of 0.7 or

above is generally considered acceptable for most tests, as

it is presented on table I.

The KR-20 coefficient is calculated using the formula:

KR− 20 =
k

k − 1

(

1−

∑

pi(1− pi)

σ2

)

where k is the number of items on the test, pi is the

proportion of correct responses for item i, and σ2 is the

variance of total test scores. This formula allows for an

evaluation of how well the items on a test work together in

terms of measuring a single construct. A high KR-20 score

suggests that the items are consistent in assessing the same

ability or trait, while a low score indicates that the test may

need to be revised for better reliability.

III. SYSTEM DEVELOPMENT

We have developed an application designed to automate

the evaluation of test quality within the Moodle platform.

This tool is intended to streamline and accelerate the process

of analyzing test results, ultimately improving the quality of
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TABLE I
EXAMPLE OF RELIABILITY COEFFICIENT VALUES

KR-20 Value Range Reliability Interpretation

0.00 - 0.10 Negligible Reliability

0.10 - 0.39 Weak Reliability

0.40 - 0.69 Moderate Reliability

0.70 - 0.89 Strong Reliability

0.90 - 1.00 Very Strong Reliability

assessments in the educational context. The application is

capable of efficiently processing and analyzing data generated

within Moodle, specifically from test reports exported in CSV

format. This format allows the application to easily extract

relevant data, such as student responses, scores, and various

statistical information, all of which are crucial for evaluating

test quality.

The evaluation process begins with the import of CSV

files generated by Moodle after each test. These files contain

detailed information on test results, which can be analyzed

using various statistical methods. The application automati-

cally processes the data, performs the analysis, and provides

an assessment of the quality of individual tests. One of the key

features is the calculation of the KR-20 reliability coefficient,

which measures the internal consistency of test items and

provides valuable insights into the overall reliability of the

test.

The application offers an intuitive interface that allows in-

structors to easily upload CSV files and obtain comprehensive

statistics on test quality. Additionally, it enables the generation

of reports containing key metrics, such as KR-20 values and

other relevant indicators(discrimination index, facility index),

which help instructors in evaluating and refining their tests. In

this way, the application supports continuous improvement in

the quality of testing within Moodle, significantly enhancing

the efficiency and accuracy of student assessments, as we

managed to identify 5 broken test items within 3 exams.

The application also provides detailed insights into the

quality of individual test questions, using item response theory

(IRT) metrics to assess their performance. Specifically, it high-

lights questions that may have a poor discrimination index,

which refers to how well a question distinguishes between

students with different levels of ability. A low discrimination

index indicates that a question might not be effective in

differentiating high-performing students from low-performing

ones, which can negatively affect the test’s overall quality. The

application clearly flags these questions, allowing instructors

to identify and improve them for better assessment reliability.

In addition to the discrimination index, the tool also eval-

uates the facility index of each question. The facility index

measures the percentage of students who answer a ques-

tion correctly, providing insight into how easy or difficult a

particular question is. A question with a very high facility

index may be too easy and fail to effectively assess students’

knowledge, while a very low facility index might indicate that

the question is too difficult or confusing. By analyzing these

indices, instructors can make informed decisions about which

questions to modify, replace, or remove to improve the overall

test quality.

With these statistical insights at their disposal, instructors

can directly modify the test questions within the application.

They can adjust the wording, change answer options, or even

remove problematic questions based on the IRT analysis and

other metrics. After making these adjustments, the tool imme-

diately updates the statistics, allowing instructors to see how

the changes impact the overall test quality. This immediate

feedback enables continuous refinement of the test, ensuring

that it provides a more accurate and fair evaluation of students’

knowledge.

Furthermore, the application supports the comparison of

different versions of the test. By analyzing and comparing

the statistical results of multiple test versions, instructors

can identify any significant differences in performance and

adjust their tests accordingly. This feature is particularly useful

for tracking changes over time or when experimenting with

different question formats or difficulty levels. By using the

application’s powerful analytics, instructors can optimize their

tests and ensure that they are consistently assessing students

in the most effective way possible.

IV. FUTURE WORK

In the future, we plan to further develop the application so

that it will no longer require manual data exports from Moodle.

Our goal is to integrate this tool directly as an add-on within

the Moodle system, making the entire process even more

seamless and efficient. Instructors will be able to access test

statistics directly from within the Moodle interface, without

the need to download and upload CSV files. This smooth

access to data will allow for immediate retrieval of results

and analytical insights during test creation and management,

significantly speeding up and simplifying the entire assessment

process.

Integrating the tool as an add-on within Moodle will also

provide greater flexibility and convenience when working with

tests and statistics. Instructors will be able to make direct

adjustments to the tests based on the displayed analyses and

immediately see the impact of these changes on the test

quality.

V. CONCLUSION

Automated evaluation of students’ knowledge is a crucial

step towards improving the efficiency, accuracy, and reliability

of educational assessments. In this paper, we have explored

the benefits of using Item Response Theory (IRT) for test

quality evaluation and the calculation of the KR-20 reliability

coefficient. Our developed application streamlines the process

by automating the analysis of test results exported from

Moodle, enabling instructors to gain deeper insights into test

reliability and student performance. By integrating automated

statistical evaluations, our system minimizes manual effort and

reduces errors in test assessment. Future work will focus on ex-

panding the application’s capabilities, incorporating additional

psychometric measures, and refining the user experience to

further enhance the objectivity and effectiveness of automated

student evaluation.

The presented work demonstrates that integrating item re-

sponse theory into automated assessment systems can signif-

icantly enhance the objectivity and precision of evaluating

students’ knowledge. These findings highlight the potential of

data-driven and individualized testing approaches to improve

the overall quality and effectiveness of educational evaluation.
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when these models are deployed on low-resource or minority
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analyzes existing methodologies, focusing on their strengths and
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I. INTRODUCTION

Large language models (LLMs) have revolutionized natural

language processing (NLP), achieving impressive results in

tasks like machine translation and text summarization. How-

ever, their performance relies heavily on large, high-quality

training datasets, a significant challenge for low-resource or

minority languages where such data is scarce. This scarcity

limits LLM performance on these languages, creating a digital

divide that impacts access to information, education, and

cultural preservation.

Data augmentation, artificially expanding datasets, is crucial

for mitigating this problem. Traditional methods like back-

translation and synonym replacement, while helpful, often

produce synthetic data lacking the fluency and coherence of

natural language, potentially hindering model performance.

LLMs offer a promising alternative. Their ability to generate

realistic and diverse text presents the opportunity to create

higher-quality synthetic data, specifically tailored to the nu-

ances of low-resource languages.

This review critically analyzes current research on using

LLMs for data augmentation in low-resource languages. We

discuss the strengths, limitations, and potential biases of

existing approaches, identify key challenges, and propose

promising directions for future research. The goal is to foster

innovation towards more robust and equitable NLP solutions

for under-represented languages, improving their performance

and accessibility.

II. LITERATURE REVIEW AND ANALYSIS

The scarcity of labeled data for low-resource languages

poses a significant hurdle for training effective NLP mod-

els. Traditional data augmentation techniques, such as back-

translation, synonym replacement, and random insertion, have

been widely used to address this problem. However, these

methods often generate synthetic data that lacks the fluency

and coherence of natural language, potentially leading to

suboptimal model performance [1].

The advent of LLMs has opened new avenues for data

augmentation. LLMs can be used to generate synthetic data

that is more realistic and diverse than that produced by

traditional methods. By far, we know several augmentation

approaches:

A. Zero-shot Data Augmentation

This involves prompting an LLM to generate text in a

specific style or domain without providing any examples. For

example, an LLM could be prompted to generate news articles

in a specific low-resource language. Studies have shown that

zero-shot data augmentation can improve the performance of

downstream NLP tasks, such as text classification and machine

translation.However, the quality of the generated data can be

highly variable, and careful filtering and validation are often

required. Furthermore, zero-shot generation may perpetuate

biases present in the LLM’s pre-training data, which can be

particularly problematic for low-resource languages. The lack

of explicit guidance can lead to outputs that are either too

generic, failing to capture the nuances of the target language,

or that hallucinate information, creating factually incorrect or

nonsensical data. Researchers are exploring methods to miti-

gate these issues, such as using more specific and constrained

prompts, incorporating knowledge retrieval mechanisms, and

employing adversarial training techniques to improve the

robustness and accuracy of zero-shot generated data. The

effectiveness of zero-shot augmentation also heavily depends

on the LLM’s inherent understanding of the target language

and domain, which can vary significantly across different

LLMs and language pairs. Therefore, careful selection of the

LLM and rigorous evaluation of the generated data are crucial

for successful implementation [2].

B. Few-shot Data Augmentation

This involves providing the LLM with a small number of

examples (e.g., 5-10) and then prompting it to generate more
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data that is similar to the examples. This approach can be more

effective than zero-shot generation, as it provides the LLM

with more context and guidance. For example, the LLM could

be provided with a few examples of question-answer pairs in

a low-resource language and then prompted to generate more

question-answer pairs. A critical aspect here is the quality of

the seed examples – noisy or unrepresentative examples can

lead to the generation of poor-quality synthetic data. Selecting

diverse and representative examples is crucial for ensuring that

the generated data reflects the true distribution of the target

language and domain. Furthermore, the number of examples

provided can significantly impact the quality and diversity of

the generated data. While a few examples may be sufficient

to guide the LLM, providing more examples can often lead

to more accurate and nuanced outputs. Researchers are also

exploring techniques for automatically selecting the most

informative and representative examples from a larger dataset

to optimize the performance of few-shot data augmentation.

Active learning strategies can be employed to iteratively select

examples that maximize the model’s learning gain, leading to

more efficient and effective data augmentation [3].

C. Back-Translation with LLMs

Back-translation is a widely used data augmentation tech-

nique that involves translating text from a source language to

a target language and then translating it back to the source

language. LLMs can be used to improve the quality of back-

translation by generating more accurate and fluent transla-

tions.The use of LLMs as translation engines can be particu-

larly beneficial for low-resource languages, where traditional

machine translation systems may be less accurate. However,

back-translation can also introduce noise and artifacts into

the data, which can negatively impact model performance.

LLMs, with their ability to capture contextual nuances and

generate more natural-sounding translations, can significantly

reduce the amount of noise introduced during back-translation.

However, it is important to carefully select the source language

and the LLM used for translation, as different LLMs may

exhibit different biases and strengths in different language

pairs. Furthermore, techniques such as noise injection and

iterative back-translation can be employed to further improve

the diversity and robustness of the augmented data. Noise

injection involves adding small perturbations to the source text

before translation, which can encourage the LLM to generate

more diverse and robust translations. Iterative back-translation

involves repeatedly translating the text back and forth between

the source and target languages, which can further refine the

quality and fluency of the generated data [4].

D. Prompt Engineering for Controlled Generation

A growing area focuses on careful prompt engineering to

guide LLMs to generate specific types of data. This includes

techniques like specifying the desired length, style, and topic

of the generated text. For instance, one might prompt an

LLM to "Translate the following sentence into [Minority

Language] and then rephrase it in three different ways,

maintaining the original meaning."This allows for more

control over the augmented data and can be tailored to specific

NLP tasks. Effective prompt engineering involves carefully

crafting prompts that provide clear and concise instructions

to the LLM, specifying the desired characteristics of the

generated data. This includes specifying the desired length,

style, tone, and topic of the generated text, as well as providing

examples of the desired output format. Researchers are also

exploring techniques for automatically generating prompts that

maximize the quality and diversity of the generated data. This

includes using reinforcement learning algorithms to optimize

the prompt based on feedback from downstream NLP tasks, as

well as using generative models to generate diverse and cre-

ative prompts that can elicit novel and informative responses

from the LLM. The key to successful prompt engineering is

to understand the capabilities and limitations of the LLM and

to craft prompts that effectively leverage its strengths while

mitigating its weaknesses [5].

E. Fine-tuning LLMs for Specific Augmentation Tasks

In this approach, LLMs are fine-tuned on a small set of

high-quality data from the low-resource language to specialize

their augmentation capabilities. This might involve fine-tuning

on parallel corpora to improve back-translation quality or on

a dataset of paraphrases to enhance sentence generation diver-

sity. Fine-tuning can significantly improve the relevance and

quality of the generated data, but it requires careful selection

of the fine-tuning dataset and computational resources. The

choice of fine-tuning data is crucial for ensuring that the LLM

learns the specific characteristics of the target language and

domain. Fine-tuning on parallel corpora can improve the ac-

curacy and fluency of back-translation, while fine-tuning on a

dataset of paraphrases can enhance the diversity and creativity

of sentence generation. However, it is important to carefully

evaluate the performance of the fine-tuned LLM on a held-out

dataset to ensure that it is not overfitting to the fine-tuning data.

Techniques such as regularization and early stopping can be

used to prevent overfitting and to improve the generalization

performance of the fine-tuned LLM. Furthermore, transfer

learning techniques can be used to leverage knowledge from

pre-trained LLMs in other languages to accelerate the fine-

tuning process and to improve the performance of the fine-

tuned LLM on the low-resource language [6].

F. Commentary and Assessment

While LLMs offer exciting possibilities for data augmenta-

tion in low-resource languages, several challenges remain.

Data Quality: The quality of the synthetic data generated

by LLMs can be highly variable. It is crucial to carefully filter

and validate the generated data to ensure that it is accurate,

fluent, and relevant to the target NLP task. Automated metrics

like BLEU, ROUGE, and BERTScore can be used to assess

the quality of generated text, but human evaluation is still

necessary to ensure its suitability for downstream tasks [7].

Bias Amplification: LLMs are trained on massive datasets

that may contain biases. Data augmentation with LLMs can

inadvertently amplify these biases, leading to unfair or dis-

criminatory outcomes. It is essential to be aware of potential

biases in the generated data and to take steps to mitigate them

[8].

Computational Cost: Training and deploying LLMs can

be computationally expensive. Data augmentation with LLMs

may require significant computational resources, which can be

a barrier for researchers and practitioners working with low-

resource languages [9].
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Lack of Evaluation Benchmarks: There is a lack of stan-

dardized evaluation benchmarks for assessing the effectiveness

of data augmentation techniques for low-resource languages.

This makes it difficult to compare different approaches and to

track progress in the field [10].

Ethical Considerations: The use of LLMs for data aug-

mentation raises several ethical considerations, such as the

potential for misuse of generated data and the need to ensure

that the generated data is respectful of the cultures and values

of low-resource language communities [11].

III. PROBLEM IDENTIFICATION AND FUTURE DIRECTIONS

Despite the progress made in recent years, several problems

remain unsolved in the field of data augmentation with LLMs

for low-resource languages.

A. Proposed Future Directions

Research should explore several promising avenues. One is

Active Learning for Data Augmentation, which combines

active learning with LLM-based generation to maximize the

use of limited annotation resources. In this setup, an LLM

produces synthetic data, and active learning strategically se-

lects the most informative examples for human annotation,

subsequently refining the LLM’s performance. This requires

specific research into active learning strategies tailored for

LLM-generated data [12]. Another direction is Cross-lingual

Transfer Learning, leveraging linguistic knowledge from

high-resource languages to boost NLP model performance

for resource-scarce ones. Pre-training LLMs on multilingual

datasets and then fine-tuning them on low-resource language

data can be enhanced by incorporating language-specific in-

formation, though research is needed on optimal alignment

techniques and mitigating negative transfer effects [13]. Meta-

Learning for Data Augmentation offers a way to auto-

mate the design and optimization of augmentation strategies

specifically suited for different low-resource languages. A

meta-learner could identify patterns between language char-

acteristics and effective techniques, reducing manual effort.

Further research should focus on meta-learning architectures

and methods for encoding linguistic knowledge [14]. Incorpo-

rating Linguistic Knowledge into the augmentation process

can improve the quality, relevance, and diversity of generated

data, ensuring it follows grammatical rules and cultural nu-

ances through rule-based, constraint-based, or feature-based

methods, while balancing linguistic accuracy and data diversity

remains a challenge [15]. The Human-in-the-Loop Data

Augmentation approach involves human annotators review-

ing and editing LLM outputs to enhance quality, reliability,

and cultural appropriateness, with their feedback guiding the

LLM’s learning; effective interfaces and workflows, along with

research on integrating and quantifying the impact of this feed-

back, are key [12]. Finally, Federated Data Augmentation

uses federated learning to allow collaborative augmentation

without sharing raw data, addressing privacy concerns, which

is beneficial for fragmented or sensitive low-resource language

data. Research must tackle challenges like communication

overhead, data heterogeneity, and potential biases [16].

B. Realistically Solvable Problems

While challenges like completely eliminating bias are inher-

ently complex, several issues are likely addressable in the near

future. These include developing more effective prompt en-

gineering techniques to generate high-quality synthetic data,

focusing on strategies to elicit specific linguistic variations,

control style and tone, and minimize irrelevant output [17]. It

is also feasible to create more robust filtering and validation

methods for identifying and removing low-quality or biased

data, involving automated quality metrics, machine learning

models for bias detection, and human validation processes

[18]. Progress can also be made in developing more efficient

algorithms for training and deploying LLMs on devices with

limited resources, exploring techniques like model compres-

sion, knowledge distillation, and hardware-aware optimiza-

tion [19]. Lastly, creating standardized evaluation bench-

marks specifically for assessing data augmentation techniques

for low-resource languages is achievable. These benchmarks

should cover diverse tasks, datasets, and metrics relevant to

these languages to provide a fair basis for comparison [20].

IV. CONCLUSION

Data augmentation with LLMs holds significant promise for

improving the performance of NLP models in low-resource

languages. However, several challenges remain, including the

need to improve the quality of synthetic data, mitigate bias,

reduce computational cost, and develop evaluation bench-

marks. By addressing these challenges and pursuing the future

directions outlined above, we can unlock the full potential

of LLMs for empowering low-resource language communities

and promoting linguistic diversity.
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dataset balance with chatgpt prompt engineering,” Electronics,
vol. 13, no. 12, p. 2255, Jun. 2024. [Online]. Available: http:
//dx.doi.org/10.3390/electronics13122255

[18] A. K. Pamidi venkata and L. Gudala, “The potential and limitations
of large language models for text classification through synthetic
data generation,” INTERNATIONAL RESEARCH JOURNAL OF

ENGINEERING; APPLIED SCIENCES, p. 8–15, Apr. 2024. [Online].
Available: http://dx.doi.org/10.55083/irjeas.2024.v12i02002

[19] M. Miletic and M. Sariyar, Large Language Models for Synthetic

Tabular Health Data: A Benchmark Study. IOS Press, Aug. 2024.
[Online]. Available: http://dx.doi.org/10.3233/shti240571

[20] V. C. D. Hoang, P. Koehn, G. Haffari, and T. Cohn, “Iterative
back-translation for neural machine translation,” in Proceedings of

the 2nd Workshop on Neural Machine Translation and Generation.
Association for Computational Linguistics, 2018. [Online]. Available:
http://dx.doi.org/10.18653/v1/w18-2703

SCYR 2025 – 25th Scientific Conference of Young Researchers – FEEI TU of Košice

128



Implementation Potential of Transparent Intensional

Logic in Multi-Agent System Communication
1Samuel NOVOTNÝ (2nd year),

Supervisor: 2William STEINGARTNER

1,2Dept. of Computers and Informatics, FEI TU of Košice, Slovak Republic

1samuel.novotny@tuke.sk, 2william.steingartner@tuke.sk

Abstract—This paper explores the use of Transparent Inten-
sional Logic in the formalization and modeling of communication
in multi-agent systems, resulting in the development of the
TIL-Message Formalization System. This system, unlike others,
also provides an abstract description of the background of the
communication process, as proved by its application on specific
examples, by standing out from the order of other formalisms
providing only a kind of syntactic standard.

Keywords—Transparent Intensional Logic, communication,
TIL-Message Formalization System

I. INTRODUCTION

Transparent Intensional Logic (TIL)[1] is a logic system

designed by Pavol Tichy [2], the priority application domain

of which is the logical analysis of natural language [3], a dis-

cipline situated at the intersection of logic and computational

linguistics. The greatest advantage of TIL compared to other

logical systems is undoubtedly its procedural (constructive) na-

ture, which is captured by a hyperintensional partial variant of

typed ¼-calculus. TIL formulas therefore represent procedures,

referred to as constructions [4], whose execution corresponds

to the semantic interpretation of formulas in standard logical

systems.

Although the procedural nature of TIL constructions may

suggest that this logical system is well-suited for real im-

plementation, its applications are primarily centered on its

role as a syntactic standard (most commonly in the form of

the so-called TIL-Script [5],[6] – the computational variant

of TIL). Meanwhile, implementation based on its procedural

(constructive) nature has remained largely overlooked. A prime

example of this is the work focused on extracting and pro-

cessing information from natural language [7] or formalizing

communication within multi-agent systems [8].

However, one of the exceptions can be considered our

work on the formalization and modeling of communication

within multi-agent systems (MAS) based on TIL [9], where we

developed the so-called TIL-Message Formalization System

(TIL-MFS). This system exhibits both the characteristics of a

syntactic standard built upon the apparatus of TIL and an ab-

stract description of communication implementation based on

the procedural nature of this logical system. A more detailed

presentation of TIL-MFS will be provided after introducing

the fundamental concepts of TIL in the following section.

II. FOUNDATIONS OF TIL

Since TIL is based on a certain variation of the typed ¼-

calculus, it also has a type system, specifically Tichý’s theory

of types [10], elementary types of which typically include:

• º – the type of individuals,

• o – the type of truth values,

• Ä – the type of time moments (real numbers),

• É – the type of possible worlds (temporal sequences of

world states, referred to as world moments or simply w-
moments).

Based on this set of elementary types, one can inductively

define compound types (³0³1 . . . ³n), which represent types

of n-ary partial functions ³1 × . . .× ³n á ³0.

The syntax of TIL is defined through the following grammar

in Backus–Naur form (1), where the nonterminal C represents

a construction, the nonterminal O denotes a non-constructive

object, and the nonterminal X refers to any object (either a

construction or a non-construction).1

C ::= x | 0X | ¼x . . . xC | [C . . . C]

X ::= O | C
(1)

A detailed explanation of the individual kinds of construc-

tions is presented below.

• Variable x is an elementary construction that, based on a

valuation, constructs a specific object X . Its analogy in

¼-calculus is a variable term.

• Trivialization 0X is (potentially) a composed construction

that constructs the object X without any change. Its

analogy in extended ¼-calculus is a constant or reference.

• Closure ¼x1 . . . xnC, where n ∈ N, is a composed

construction that constructs an n-ary function by ab-

stracting over the variables x1, . . . , xn within the object

constructed by the construction C. Its analogy in ¼-

calculus is an ¼-abstraction term.

• Composition [C0 C1 . . . Cn], where n ∈ N, is a composed

construction that constructs the result of applying an

n-ary function constructed by the construction C0 to

arguments successively constructed by the constructions

C1 . . . Cn. Its analogy in ¼-calculus is an application

term.

III. TIL-MESSAGE FORMALIZATION SYSTEM

The message, as a bearer of information and thus the central

object in the communication process, is expressed within the

TIL-MFS framework as the structure (Ã, φ), where:

1The standard definition of TIL syntax consists of six kinds of constructions,
as presented, for example, in the work of Duží et al. [1]. However, for our
purposes, this simplified definition suffices.
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• Ã represents the provocativeness of the message, cap-

turing the difference between its interrogative (question-

ing) form, which stimulates conversation, and its non-

interrogative (informative) form, which does not stimulate

further conversation2,

• φ is the content of the message, expressed by TIL

constructions.

This specification of the message is based on Tichý’s work

[11], where he argued that although a syntactic difference can

be observed between a non-interrogative expression (providing

certain information) and an interrogative expression (finding

out certain information), its logical duality does not exist

within the analysis of these linguistic expressions in TIL.

This difference is therefore situated outside of logic. It must

be represented within the message through the additional

information Ã, which determines how the content of the

message will be processed by its recipient, the agent of MAS.

The focus now shifts specifically to interrogative messages

in the context of MAS, which are more commonly referred

to as queries and which assume a response as a consequence

of their existence. Based on the work of Duží, Číhalová, and

Menšík [12], in the case of an empirical query expressing a

construction that constructs a ((³Ä)É) function i.e. intension,

the response can be understood as a linguistic expression

representing a construction that constructs an object of type ³.

The actual ³-object, i.e., the extension corresponding to the

answer to a given query, is obtained by the agent executing

the construction, i.e., the abstract procedure corresponding to

the query in the actual world wA and time tA, as illustrated

by the following example.

Query: Has agent AgA ever been at the position 2.1?

TIL-MFS: (?, ¼w ¼t [0∃ ¼t′ [0 ∧ [0 < t′ t]
[[[0Be_at w] t′] 0AgA [0Pos 02 01]]]])

[[¼w ¼t [0∃ ¼t′ [0 ∧ [0 < t′ t]
[[[0Be_at w] t′] 0AgA [0Pos 02 01]]]] wA] tA]→v T

Answer: Yes.

TIL-MFS: (., 0T )

TIL-MFS thus represents a communication model for MAS

based on TIL. Interrogative messages, or queries, within this

model therefore represent constructions – abstract procedures.

By executing these on local resources (i.e., the current possible

world and time), the recipient (agent) can formulate responses

to these queries and thereby complete the communication act.

However, the question arises: What can be understood by the

term possible world within the context of MAS? A partial

answer to this question is provided in our subsequent work

[13], which focuses on the modal-temporal analysis of MAS

based on TIL. In the first phase of this work, we undertook the

logical interpretation of two basic concepts of MAS, namely:

• state of the environment as a w-moment and

• run, i.e., an alternating sequence of environment states

and agent actions as a possible world.

Based on the second of the aforementioned interpretations,

it is clear that when executing the abstract procedure corre-

sponding to the query addressed to it, the agent must provide

2The symbols . and ? are used within the schematic designation of non-
interrogative and interrogative messages.

local resources in the form of a logical description of its run,

i.e., the actual possible world and time. This actual possible

world, however, is necessarily subject to certain limitations, as

it typically represents an apriori determined temporal sequence

of w-moments that perfectly describe individual time moments

of the real world. This would imply that each agent has perfect

and thus identical knowledge of this world, based on which

there would be no difference between the execution of a query

by its recipient and by the sender. The existence of a separate

communication mechanism between individual agents would

be redundant, as the environment would serve as a perfect

communication intermediary.

IV. CONCLUSION AND FUTURE RESEARCH

In this paper, we presented the application of TIL in

the modeling of communication within MAS, leading to the

synthesis of the TIL-MSF. Rather than serving merely as a

syntactic standard, this communication model should be un-

derstood as an abstract framework that captures the underlying

dynamics of the communication process.
Building on this foundation, future research will focus on

designing a general logical model for an agent system based on

TIL, facilitating integration of the TIL-MFS communication

model. Since implementing such a model inherently depends

on the implementation potential of TIL, this issue will rep-

resent a parallel research line. The goal is therefore not only

to provide another formalism for the logical description of

agent systems but also a new approach to their implementation,

thereby fulfilling the fundamental purpose of formal models

in computer science – supporting software development by

application model-driven development approach.
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I. INTRODUCTION

Different perspectives on the field of procedural content

generation (PCG) address different aspects of this issue, which

is then reflected in the very definition of what PCG entails.

One of the definitions states, that PCG can be defined as

a collection of techniques, which enable creation of content

algorithmically with limited or no human input [1]. Some

authors include randomness as a defining characteristic of

PCG. In [2] it’s defined as the “programmatic generation of

game content using a random or pseudo-random process that

results in an unpredictable range of possible game play spaces”

and [3] defines it as a “methodology for automatic generation

of content of an entity, typically a game using algorithms or

processes which can produce, due to their random nature, a

very wide range of possible content related to the considered

entity”. The author of [4] refers to PCG as the automatic
creation of content and later in [5] concludes the PCG is not

necessarily random, automatic or adaptive, which leaves the

broad definition stated at the beginning of this section. On the

one hand, this definition encompasses all of PCG, but on the

other it opens questions, like for example, whether content

created by a player within a game - using an in-game tool

such as a character creator or map editor - can be considered

procedurally generated.

Procedural content generation finds its greatest application

in computer games, where it can be used to generate visual

content like textures, 3D models, terrain, but also game levels,

systems or rules. The main goal of PCG is to improve

efficiency by reducing the time, cost, and human resources

needed for content creation. This is especially important in the

context of computer games, where large amounts of content

are required and development time is limited. Moreover, mod-

ern 3D games are expected to have graphically detailed, but

also unique and diverse content, which proves challenging to

human designers, as with increasing visual fidelity, repetitive

content becomes more noticeable. While PCG can alleviate

the resource demands, there remains the persistent problem

of ensuring that generated content consistently matches the

quality and style of human designers. Achieving playable and

reliably error-free content also continues to pose a challenge.

This paper aims to review the current state of procedural

content generation, first by describing the methods used to

generate content in section II, followed by a description of

the types of content that can be generated in section III.

II. METHODS OF PROCEDURAL CONTENT GENERATION

There is a variety of methods which can be used to generate

content procedurally. A taxonomy based on the properties of

methods is given in [1], [6], which classifies methods based

on determinism, controllability and iterativity. Further based

on the role of the PCG algorithm, methods are divided based

on autonomy and adaptivity.

Search-based methods are based on the idea of searching a

space for possible qualifying solutions to a problem - “finding”

content that satisfies certain conditions. The core components

of search-based methods are: a search algorithm, responsible

for traversing the search space, a content representation, which

defines the form of content, and an evaluation function which

determines the quality of the content. A search-based approach

is useful in creating content with strict constraints, like game

rules or levels [7].

In the context of PCG, grammar-based methods are utilized

for generating structured content like text, plants, buildings,

levels by defining a production system. A grammar is a formal

system that defines a set of rules for rewriting strings. One

well-known class of grammars are L-systems [8], which are

used to model the growth of plants.

Noise algorithms are used to generate content like textures

or terrains. Noise functions are mathematical functions that

generate random-like values, but are deterministic and contin-

uous. The use of noise texturing can have multiple advantages.

Firstly, a noise function is very compact compared to the size

of texture images. Secondly, noise functions can be parame-

terized to create a variety of related textures. Thirdly, noise

functions can create infinite non-repeating textures. Finally, a

noise texture has no fixed resolution, so it can be used on any
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surface without loss of detail [9]. For a more detailed overview

of noise functions see [10].

A promising trend in PCG is the use of machine learning

(ML) methods for generating content. Recent advances in

deep neural networks like Generative Adversarial Networks

(GAN) [11] have shown great potential in generating images.

However, creating necessary game content presents problems

because of the constraints that must be satisfied [6]. A com-

prehensive survey of PCG via ML can be found in [12].

III. TYPES OF GENERATED CONTENT

This section describes the types of content that can be

generated procedurally, with methods used to generate them.

In [1], [6], the authors classify the type of generated content

used in computer games solely on whether it is necessary or

optional. Necessary content is such that is required and must

be correct for the game to function correctly, while optional

content can be avoided or ignored. An example of necessary

content can be a game level, which must be completable, while

an example of optional content can be a collectible item, which

is not required, but can provide an additional challenge. The

taxonomy given by [13] provides a more detailed classification

of content types, dividing them into 6 classes: game bits,

game space, game systems, game scenarios, game design and

derived content. This section will describe the methods used

to generate textures, game levels and terrain.

A. Textures

Textures in computer graphics are images applied to 3D

geometry to add realism without increasing scene complexity.

They typically serve a purely visual role rather than alter-

ing geometry or functionality. A texture can define various

mappings: albedo (base color without shadows or lighting),

metalness (reflectiveness), roughness (light scattering), and

normal (surface normals for added depth).

Traditional, non-procedural textures are applied to 3D mod-

els using a technique called UV mapping, where each vertex

of the 3D surface corresponds to a point on the 2D texture.

Essentially this means that the 3D model is unwrapped into a

2D plane and then the texture is applied. Unfortunately, this

method may introduce problems like stretching, or seams.

A typical method for generating textures is the use of noise

functions such as Perlin noise[14]. While a noise texture can

be mapped to a 3D model using UV mapping, this might

still introduce the inherent problems of UV mapping. An

alternative approach is to use solid texturing, which avoids

these problems by defining a texture directly in 3D space. In

this case, any point P (x, y, z) can be directly assigned a color

from the texture T (x, y, z). One can think of this as carving the

object out of a solid block of texture as opposed to wrapping

it around the object. This approach is especially useful for

materials like marble, wood, or clouds, which are intrinsically

3D [15]. In [16] a lazy solid texturing is presented, which

synthesizes only required parts of the texture volume, with

the goal of reducing memory usage and computation time.

Another approach is cellular texturing, which is based on

randomly distributed feature points in a space. Any location

x has a feature point closest to it than any other feature

point. The boundaries where the closest feature point changes

divide the space into cells (see Figure 1). The resulting

patterns often resemble natural textures like scales, stone or

Fig. 1. Visualization of closest feature points in cellular texturing [9].

water [9]. One well-known example of both solid and cellular

texturing is presented by [17], which complements Perlin

noise. This approach divides space into a grid of uniformly

spaced cubes and each cube can be represented by its integer

coordinates, which allows assigning any point in space to a

cube by flooring its coordinates. A different cellular texturing

method is presented in [18], which allows texturing complex

architectural models by adapting generated patterns to different

features of the model.

B. Game levels and maps

A Level (or map) in a game is the space which a player

traverses while experiencing and interacting with its content.

Levels can be linear or non-linear. Unlike purely graphical

content like textures, levels are required to adhere to game

rules and constraints. Most games feature some sort of level or

map, which are a necessary content type. The main condition

is that the level must be completable, and certain conditions,

depending on the design, must be achievable by the player.

An overview of methods used for generating game levels

is provided by [19], in which the authors describe space

partitioning. A space partitioning method like Binary Space

Partitioning (BSP) recursively divides a space into two subsets,

arranging them into a space-partitioning tree. Another method

is the use of agent-based dungeon generation, where agents

create spaces by carving out rooms and corridors. This results

in more natural, looking dungeons, as opposed to the space

partitioning method, but is also more unpredictable and harder

to control. Cellular automata (CA) can also be used to generate

levels. CA are a grid of cells, where each cell can be in a

finite number of states. The cells change their state based on

the states of their neighbors [20]. An approach for generating

a complete 2D cave map is presented in [21], where cells have

two possible states: floor and rock. There are four parameters:

r - initial percentage of rock cells, n - number of CA iterations,

T - neighborhood value threshold that defines a rock, and M
- Moore neighborhood size.

The grid is first initialized with floor cells, then based on

r the floor cells are replaced with rock cells. The CA is then

iterated n times, where the state of each cell is set to rock if

the number of rock cells in its Moore neighborhood is greater

than or equal to T, otherwise it is set to floor. After the CA

is finished, cells with at least one neighboring floor cell are

designated as wall cells (see Figure 2).

A method proposed by [22] uses Generative Adversarial

Networks (GAN) [11] to generate levels for the game Super

Mario Bros. The GAN is trained on images of an existing

Super Mario Level of a standard size of 28 tiles wide and 14

tiles high. Input images were created by sliding a window of

this size over a single level one tile at a time. A Mario level
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is represented as a 2D array of integers, where each integer

represents a tile type. The GAN is trained with the WGAN

algorithm [23]. After training, the output of the generator is

converted to a 2D array of integers, which can be decoded to

create a level. Testing has shown that the basic structure of a

level can be generated, which are not just replications of the

training data. A limitation of this method is visual artifacts,

which are sometimes present in the generated levels.

Another method using ML is proposed by [24]. The au-

thors introduce a PCG framework called Generative Playing

Networks (GPN), which is set up as a competition between

two networks. The first one is an agent playing the game and

modeling the probability of success at every game-state. The

second network is a generator, which learns the distribution

of game-states and generates challenging levels for the agent.

This is similar to the Generative Adversarial Networks (GAN)

[11], with the difference that GPN defines a symbiotic re-

lationship between the two networks. The advantage of this

method is that it doesn’t require any existing data (levels) for

training, neither does it require any domain knowledge about

the game, on the other hand, it is computationally expensive.

Recent approaches [25] also utilize reinforcement learning

to automatically balance competitive game levels, improving

player experience with simulation-driven adjustments.

C. Terrain

A terrain or landscape refers to the surface of a game world,

which can have both a visual and functional role. In a linear

game, terrain can serve as a backdrop, while open-world games

allow terrain to be traversed and otherwise interacted with.

Similarly to textures, terrain can be represented as a 2D matrix

of real numbers, where the width and height of the matrix

represent the x and y dimensions of the surface, while the

individual values represent the height of the terrain at that

point. This representation is called a heightmap, which can

be represented as a function h : R2 → R, where h(x, y) is

the elevation of the terrain at point (x, y). One limitation of

this method is its inability to represent overhangs or caves, as

each (x, y) point can only have one height value. This can be

avoided by instead using a 3D grid of values - a voxel grid,

which allows these features to be represented, but at the cost

of increased storage [6]. Volumetric models like this can be

defined by a function µ : R3 → M , where M ⊂ N is the set

of material indices. In a simple case, M can be a set of two

values, M = {0, 1}, where 0 represents empty space and 1

represents solid material [26].

Fractal subdivision methods like the midpoint displacement

algorithm [27], [28] or the diamond square algorithm [29]

can be used to generate terrain. The midpoint displacement

algorithm begins with a line, which it repeatedly divides and

moves the midpoints of the resulting segments by a random

value. The diamond square algorithm extends the concept to a

2D grid with two steps: the diamond step, where the midpoint

of a square is set to the average of its corners plus a random

value, and the square step, where the four cells in between

corners are set to the average of its surrounding corners plus

a random value (see Figure 3).

Fractal and noise-based methods are relatively simple and

fast, but not very controllable. For a greater degree of control

over the generated terrain, an agent-based approach can be

used. One example is [30], where six types of agents are used

Fig. 2. CA generated map by [21]. Grey cells are rock, white cells are floor,
red cells are walls. Parameter values: r = 50%, n = 4, T = 13, M = 2.

Fig. 3. Diamond square algorithm with 2 repetitions. (a) and (c) show the
diamond step, (b) and (d) show the square step. [6]

to create different features of the terrain. First, the coastline

agents draw the outline of the landscape. Next, the smoothing

agents alter the shape to remove rapid elevation changes by

averaging the height of neighboring cells. Beach agents then

smooth the transition between land and water. Mountain and

hill agents create the main features of the terrain and finally,

the rivers agents carve out the riverbeds. The agents are

controlled by a set of parameters, which can be used to control

the shape of the terrain.

A method proposed by [31] introduces a terrain generator

using example-based synthesis with Conditional Generative

Adversarial Networks (CGAN) [32]. The generator is trained

on a dataset of terrain examples and the user provides a

sketch of the desired features of the terrain. The generator

then outputs a realistic terrain in a matter of milliseconds.

IV. CONCLUSION

The main goal of PCG is to provide a time and cost-efficient

way to create content. Noise and fractal-based methods pro-

vide an efficient way to generate content but lack control.

Agent-based and search-based methods provide a greater de-

gree of control but are more complex and computationally

expensive. There is currently active research and great progress

in machine learning in general and in PCG, with deep learning

methods like GANs showing potential in generating content.

However, applying these methods to PCG presents a different

challenge, like the lack of publicly available training data and

the requirement of strict constraints. Data scarcity could be ad-

dressed by self-supervised learning, where the model requires

no training examples. Expanding the generation methods of

non-visual content like audio, dialogue and narrative is also

a promising direction. Large Language Models (LLMs) could
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inherently generate text-based content, and could also provide

text to content generation, which would provide an intuitive

alternative for creating content with specific attributes without

parametrization or exhaustive content space searching.
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Abstract - The increasing integration of renewable energy sources 

has become a pivotal subject across various sectors, including 

energy, construction, economics, and digitalization. A 

comprehensive analysis of photovoltaic (PV) systems and their 

influence on electricity generation is essential, given the 

contemporary relevance of this topic and the numerous 

unresolved challenges it presents. This review critically examines 

renewable energy sources, evaluates the current legislative and 

regulatory framework governing electricity system management 

in response to PV integration, and highlights key areas requiring 

further investigation. The article concludes with a forward-

looking perspective on the evolving role of photovoltaics in 

modern power systems. 
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I. INTRODUCTION 

Renewable energy sources (RES) refer to naturally 

replenishing energy flows that sustain themselves during 

utilization. These energy reserves occur naturally near the 

Earth's surface and are replenished at a rate equal to or faster 

than their consumption. Their potential for extraction 

theoretically extends for billions of years, essentially as long as 

the Sun continues to emit energy. RES primarily include solar 

radiation and its derivatives4wind and hydropower4
alongside tidal energy, geothermal energy, and biomass. While 

solar and wind power remain the most widely deployed 

renewable technologies, these sources often face criticism 

regarding their intermittency and aesthetic impact. 

Nevertheless, the global market for renewable energy has 

demonstrated substantial growth in recent years, driven by 

technological advancements and increasing environmental 

awareness. 

Renewable energy is a topic of extensive discourse from 

energy, ecological, and economic perspectives. As traditional 

fossil fuel reserves continue to diminish, the imperative to 

develop renewable energy sources has become increasingly 

urgent. The key challenge lies in ensuring efficient electricity 

production while maintaining environmental sustainability. 

Beyond nuclear power, energy generation from renewable 

sources fulfills these criteria, providing a viable alternative for 

long-term energy security and emissions reduction. 

A comprehensive analysis of the global renewable energy 

landscape is essential. The International Energy Agency (IEA) 

continuously monitors trends in the energy sector and projects 

future developments. According to the World Energy Outlook, 

the global energy market is expected to undergo significant 

transformations by 2040. The adoption of the Paris Agreement 

on climate change further solidifies the global economic shift 

towards energy sources that facilitate CO₂ emissions reduction. 
This trend has been evident for several years, marked by 

declining investments in oil and natural gas and a concurrent 

increase in investments in renewable energy sources. Energy 

demand is projected to continue rising, although the 

contribution of various energy sources to overall production 

will shift significantly. The increasing share of renewable 

energy sources is expected to drive profitability by 2040, even 

in the absence of state subsidies, with wind and solar energy 

experiencing the most substantial growth. However, this 

transition is unlikely to result in full independence from fossil 

fuels, as oil and natural gas are expected to retain a dominant 

position, in contrast to the continued decline of coal [1]. 

II. ANALYSIS 

     Renewable energy sources harness naturally occurring 

phenomena that are continuously replenished, ensuring their 

long-term availability. These sources include solar, wind, 

hydro, biomass, and geothermal energy. The primary driver for 

transitioning to renewables is the finite nature and progressive 

depletion of fossil fuel reserves. Additionally, several other 

factors accelerate this shift, including rising environmental 

pollution, the decentralization of energy production, the 

equitable distribution of natural resources, and the high costs 

associated with energy imports [2]. 

A. General Requirements for Resource Connection  

Currently, the integration of new electricity generation 

sources into distribution networks is primarily centered on 

renewable energy, particularly household photovoltaic (PV) 

power plants. As the cost of photovoltaic systems continues to 

decline, their accessibility is increasing, necessitating 

additional considerations from distribution network operators. 

It is essential to incorporate these developments into legislation 

to establish clear regulations and standardized procedures for 

connecting small-scale energy sources alongside household 

electrical installations. 

 

The growing number of decentralized energy sources, such 

as photovoltaic systems (PVS), is significantly altering the 

operational and management dynamics of electricity networks. 
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This shift demands heightened attention, as it is crucial to 

assess the current state of electrical infrastructure and 

proactively define, expand, or restrict conditions for the 

seamless integration of additional energy systems into existing 

networks. 

B. Specific connection requirements 

The technical documentation issued by regional distribution 

system operators in the Slovak Republic governs the 

management, operation, and development of the distribution 

network within their respective territories. These documents 

outline specific conditions and key electrical indicators that 

must be adhered to within prescribed limits to determine the 

appropriate placement and connection of energy sources. 

Compliance with these regulations is essential to assess and 

mitigate potential feedback effects on the distribution system. 

In general, the voltage increase resulting from the integration 

of new energy sources must not exceed 3% at the connection 

point for low-voltage (LV) systems under worst-case 

conditions when compared to baseline voltage levels in the 

absence of these sources [3]. 

It is necessary to minimize the feedback effects of the 

sources on the distribution system in which the source is 

connected, so that several generators are not switched on 

simultaneously at one point of connection. The solution is 

available, for example, in the time grading of individual 

switching, which is dependent on induced voltage changes at 

the maximum permissible generator output of at least 1.5 

minutes. Another possibility, when the apparent power of the 

generator is half the permissible value, a gap of 12 seconds is 

sufficient. An important note is that with a very low frequency 

of switching, for example once a day, the distribution system 

operator can allow larger changes in the switching voltage, if 

the conditions in the network allow it [3]. 

C. Power quality 

Photovoltaic power plants must comply with the 

requirements of the network to which they are connected, 

especially concerning power quality issues. The factors that 

affect the disturbance in photovoltaic energy are the size of the 

photovoltaic plant, connection voltage, short-circuit power in 

the interconnection and the degree of penetration of the system. 

Photovoltaic generation shares the characteristics of other 

distributed generation units. Distributed generation means a 

change in the way distribution networks are operated since 

introduces the possibility of bidirectional power flows in 

networks designed for unidirectional flows. Besides, there may 

be a significant impact on transmission losses, network 

reliability and voltage profiles depending on the penetration 

level, size and location [4]. 

Two key challenges that may constrain the penetration of 

distributed generation are its contribution to short-circuit 

current4affecting circuit breakers, albeit with minimal impact 

on photovoltaic (PV) systems4and its influence on voltage 

fluctuations (EPRI). Additionally, the impact on overall 

network power quality must be considered. Any generation 

unit, by virtue of its connection to the grid, introduces some 

degree of influence on network parameters. This impact is 

determined by several factors, including the technological 

characteristics of the system, the nature of the primary energy 

source, installed capacity, nominal network voltage, and short-

circuit power at the point of interconnection. In the case of 

photovoltaic power plants, the primary power quality issues are 

illustrated in Fig. 1  [4]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1.  Main power quality problems 

D. Voltage stability 

Voltage stability is a critical factor influencing the overall 

performance of power systems. It refers to the system9s ability 
to maintain acceptable voltage levels across all buses under 

both normal operating conditions and contingency scenarios. 

When a disturbance or an increase in load results in a 

progressive and uncontrollable voltage drop, the system enters 

a state of voltage instability, which can compromise its 

reliability and operational integrity [5]. 

From a voltage stability analysis perspective, the relationship 

between load and voltage is a critical area of study. In this 

context, P-V curves, also referred to as 8nose9 curves, are 
widely employed in analytical assessments. As depicted in Fig. 

2, the nose point represents the critical operating condition, 

delineating the boundary between stable and unstable 

operation. When load demand surpasses this threshold, power 

control becomes unstable. Additionally, points in the lower 

segment of the curve exhibit inverse P-V sensitivity, wherein 

an increase in load power results in a corresponding rise in 

voltage. The distance, measured in MW, between the current 

operating point (P0) and the critical point is defined as the 

voltage stability margin [5]. 

 

 

 

 

 

 

 

 

 

 
Fig. 2.  PV characteristics [5] 

E. Production and consumption correlation 

The increasing adoption of micro-installations, particularly 

photovoltaic systems, driven by declining costs, appears 

inevitable. Consequently, various technical challenges are 

expected to arise, with voltage impact being among the most 

critical. This issue primarily stems from power flows directed 

from the connection points of these systems toward medium-

voltage/low-voltage (MV/LV) substations. The underlying 

cause is the weak correlation between the power generated by 

these systems and actual demand. Empirical data indicate that 

peak solar generation often does not coincide with periods of 

maximum electricity consumption. This mismatch is 

problematic, as it leads to reverse power flows toward MV/LV 

transformers, thereby exacerbating the "voltage boosting" 

effect4an inverse phenomenon of voltage drop [6]. 
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F. Three-phase unbalance 

Modern power systems face numerous challenges, including 

weak voltage and frequency regulation, significant fluctuations 

in source-load power, and suboptimal power quality indices in 

distribution networks. Key power quality indicators include 

harmonics, voltage deviation, and three-phase unbalance. 

Three-phase unbalance occurs when the amplitude of three-

phase voltage or current differs or when the phase angles 

deviate from the ideal 120° separation. This imbalance poses 
several risks to the distribution system, primarily in the 

following six areas: 

1. Increased power loss in distribution transformers, 

leading to overheating or potential transformer 

failure;  

2. Higher line losses, negatively impacting the safety 

and economic efficiency of network operations; 

3. Reduced service life of household appliances, 

resulting in a higher likelihood of electrical 

malfunctions;  

4. Elevated loads on high-capacity lines, escalating 

security risks;  

5. Deterioration of communication equipment 

stability, affecting network reliability;  

6. Potential misoperation of relay protection and 

automatic protection systems, compromising grid 

security.   

Addressing three-phase unbalance in distribution systems is 

critical to ensuring both economic efficiency and high-quality 

power supply. Therefore, urgent and effective mitigation 

strategies must be implemented to enhance system reliability 

and stability. [7] 

Various strategies have been proposed to address the issue 

of three-phase unbalance in power distribution systems, which 

can be categorized into three main approaches: "source," 

"load," and "network." From a "source" perspective, mitigation 

measures include optimizing the allocation of distributed 

generation, adjusting the reactive power of photovoltaic 

inverters, and integrating active power regulation through 

energy storage systems. These approaches enhance grid 

stability and improve overall power quality [7],[8]. 

G. Electricity Production Statistics in Slovakia 

In 2023, electricity production in Slovakia experienced a 

significant increase compared to 2022, reaching a total output 

of 29,961 GWh. The distribution of energy production across 

various sources is presented in Table 1 [9]. 
 

Tab. 1.  Structure of energy production in SVK 2023 
 

Type Value [GWh] Percentage 

PV power plants 594 2,0% 

Hydroelectric power plants 5 094 17,0% 

Fossil fuels 4 409 14,7% 

Nuclear power plants 18 344 61,2% 

Other renewable sources 1 408 4,7% 

Others 113 0,4% 

 

It is important to highlight the decline in electricity 

generation from renewable energy sources in 2023 compared 

to 2022, with photovoltaic (PV) production decreasing to 35 

GWh (-5,6%). This reduction reflects the economic strategies 

adopted by electricity market operators, the technical condition 

of power generation facilities, as well as climatic, hydrological, 

and other external factors. A graphical representation of the 

energy production structure is provided in Figure 3: [9] 

 
Fig. 3.  Structure of energy production in SVK 2023 

 

H. Role of Communication Technology within PV Systems  

In power systems, communication technology plays a critical 

role in ensuring efficient operation, management, and 

maintenance. Consequently, research in system 

communication technology is essential for the continuous 

enhancement and optimization of power system infrastructure 

[10]. 

Network communication technology is a crucial component 

of system communication in power networks, facilitating real-

time information exchange and data transmission between 

power infrastructure components. Currently, the primary 

network communication technologies employed in power 

systems include Ethernet, Local Area Networks (LAN), and 

Wide Area Networks (WAN). Ethernet, a LAN-based 

communication protocol, enables high-speed data transfer 

between power devices within a localized setting. While LANs 

facilitate communication within a restricted geographical area, 

WANs provide broader coverage, allowing for remote data 

transmission between power system components 

[10],[11],[12]. 

I. Influence of Weather Conditions on Photovoltaic System 

Management 

As decentralized generation systems and electrical loads, 

such as heat pumps and electric vehicles, continue to expand, 

the frequency of critical grid states is expected to increase. 

Various strategies have been proposed to address these 

challenges. The prevailing approach involves conventional grid 

expansion, relying on long-term planning and extrapolations 

based on projected grid growth. However, if actual grid 

development deviates from forecasts, this expansion strategy 

may prove insufficient. Consequently, conventional grid 

planning lacks the flexibility to accommodate unforeseen 

developments, such as the integration of new generation 

systems. This limitation is particularly critical given the 

difficulty in predicting the long-term evolution of local grid 

loads. A notable example is the ongoing electrification of the 

heating and mobility sectors, where the full extent of 

technological advancements and their subsequent impact on 

low- and medium-voltage grids remains uncertain [13]. 

Alternative approaches to conventional grid expansion 

include various grid congestion management strategies, which 

leverage the flexibility of prosumer power systems to respond 

to critical grid conditions. One such approach is the 

implementation of a market-based mechanism known as the 

local flexibility market, designed to optimize energy 

distribution and enhance grid resilience [13]. 
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III. FUTURE POSSIBILITIES 

The increasing integration of renewable energy sources into 

electricity generation presents a range of new challenges. 

Accurate short-term forecasting is essential for effective energy 

management, including storage, sales, and distribution. 

However, inaccuracies in predictions can result in substantial 

financial losses, underscoring the need for advanced 

forecasting methodologies [14]. The necessity of aligning 

energy production with real-time demand, already a critical 

aspect of modern power systems, becomes increasingly 

complex with the growing prominence of wind and solar 

energy [15],[16]. The development of robust forecasting 

methods for electricity production from these sources, 

considering weather variability, is essential. Additionally, 

analyzing production capacity across different time intervals 

plays a crucial role in optimizing energy management. 

Continuous technological advancements aim to improve 

predictive accuracy, ensuring both the sustainability and 

reliability of grid operations in the rapidly evolving renewable 

energy landscape [17]. 

Solar photovoltaic (PV) energy is expected to play a pivotal 

role in future electricity generation. To ensure the safety, 

reliability, and economic viability of its increasing share in the 

energy mix, accurate forecasting of PV power generation is 

essential. However, the inherent variability of solar energy 

presents challenges such as voltage fluctuations, power factor 

instability, and grid reliability concerns. The growing 

prominence of solar energy highlights the need for a 

comprehensive understanding of its temporal and spatial 

dynamics, particularly in scenarios where weather data is 

unavailable [17]. 

The future of solar energy holds immense potential, driven 

by continuous technological advancements, evolving policy 

frameworks, and emerging global trends. The findings 

presented in this research provide a robust foundation for 

stakeholders, policymakers, and grid operators to navigate the 

dynamic energy landscape. In conclusion, this study highlights 

the long-term viability of solar energy as a reliable and 

sustainable contributor to the electrical power system. 

Extensive research has identified key patterns in solar 

generation, offering a pathway toward a cleaner and more 

environmentally sustainable energy future. As the transition to 

renewable energy accelerates, these insights enable informed 

decision-making, ensuring that the full potential of solar energy 

is effectively harnessed to support global energy needs [17]. 

IV. CONCLUSION 

In conclusion , this article underscores the critical 

importance of renewable energy sources, extending beyond 

photovoltaic systems alone. These energy sources represent a 

carbon-free future for electricity generation - an increasingly 

vital necessity in light of environmental concerns, rather than 

merely a contemporary trend. More specifically, the study has 

examined the integration of photovoltaic systems within the 

management of distribution networks and the broader 

electricity transmission system. Given the rapid expansion of 

photovoltaic installations in households - driven by increasing 

affordability and their integration into ON-GRID systems4it 

is essential to adapt connection requirements, enhance 

management strategies, and refine maintenance protocols while 

ensuring effective long-term planning for distribution system 

development.  
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Abstract—Big data analytics is a security measure 

where advanced methods are essential for the operation 

and increased reliability of increasingly complex electrical 

distribution grids (EDNs) and for increasing volumes 

of measurement data. The purpose of this study is to summarize 

methods for analyzing data in distribution systems. Important 

areas involve outlier detection, Benford's law (BL) to validate 

measured data, which helps in using machine learning to solve 

classification and clustering problems. These methods focus 

on improving fault detection capabilities, optimizing grid 

performance indicators, and improving decision-making 

processes in smart grid environments. 

 

Keywords—Big data, Distribution grids, Data analysis, 

Benford's law, Machine learning, Anomaly detection. 

I. INTRODUCTION 

BL, also known as the first-digit law, describes the expected 

frequency distribution of leading digits in naturally occurring 

datasets. It is widely used in fraud detection, accounting, 

and the identification of anomalies [1]. 

In electricity distribution grids, consumption data typically 

follows natural distribution under normal conditions. However, 

artificial interventions, macroeconomic influences, or non-

technical losses (e.g., electricity theft) can disrupt this pattern, 

making the dataset unnatural. BL provides an effective tool 

for detecting such anomalies in smart metering data [2]. 

This study investigates the effectiveness of BL-based 

detection in electricity distribution grids, focusing on its ability 

to identify dataset changes and determine the threshold 

at which anomalies remain detectable. No alternative methods 

are known within the applied scope of BL law. Existing 

research rarely addresses this threshold, making it a key area 

of exploration [3]. 

The main research objectives are: 

1. Evaluating BL’s effectiveness in detecting non-

natural data changes in electricity distribution 

datasets. 

2. Determining the minimum threshold of affected data 

required for reliable anomaly detection. 

II. BACKGROUND AND PROGRESS 

BL is used in power engineering to detect anomalies 

in electricity consumption, identify theft, and optimize 

forecasting. Its effectiveness depends on factors like dataset 

size, data type, and statistical tests (e.g., Chi-square, 

Kolmogorov-Smirnov) [4]. 

In smart grids, BL helps detect non-technical losses without 

modifying the grid. Unlike model-based or deep-learning 

methods, it offers a non-intrusive way to analyze billing data. 

It also aids in monitoring electricity production by identifying 

irregularities and minimizing losses [5]. 

Despite limitations like small datasets, data distribution 

issues, and external influences, BL remains a valuable tool 

for data-driven decision-making in power distribution. 

This research focuses on [6], [7], [8]: 

1. Current challenges in big data evaluation in power 

systems. 

2. Defining analytical goals for distribution grids. 

3. Developing and implementing methods for big data 

analysis. 

4. Validating results and assessing their impact. 

5. Providing recommendations for future research. 

By combining BL with big data analytics, this study aims 

to improve fraud detection, enhance power system efficiency, 

and strengthen cybersecurity by identifying data manipulation 

and potential cyber threats within electricity grids [6]. 

III. RECENT ACHIEVEMENTS 

We used BL for integrity validation of energy data 

of electricity metering apparatus, and anomaly detection. 

We tested whether real-world measurement datasets conform 

to BL, examining the deviations that signal disturbances 

in natural data generation processes [8]. 

To test how both sensitive and effective BL 

is at detecting manipulated values, we performed a subset 

of experiments that involved creating artificial alterations 

to the dataset. The dataset itself is not limited; however, 

the results are summarized due to the scope of the paper. 

One of the most important analytical tasks in our study 

was to establish the minimum percentage of manipulated data 

needed for BL to identify anomalies. It can be concluded from 

the study that using the proposed approach, anomaly detection 

in our dataset would take place when the threshold 

of effectiveness (TE) is between 7% and 9% of the manipulated 

values. This range was selected based on the results 

of several simulations and graphs in the paper, 

with the significance level for the Chi-squared test set at 0.05 

according to the literature [8].  

Moreover, we assessed the validity of this threshold 

determination. Our results contribute to the understanding 

of how BL can be applied in electrical power engineering 

to verify data integrity and automate the detection 

of anomalous behavior in distribution grids [8]. 

In our experiments, we used the Chi-square test to assess the 

compliance of the energy data with BL. Statistical analysis 

on deviations of the first-digit distribution was conducted 

to detect possible anomalies [8]. 

All p-values are reported at 0.05 (α) level of analysis, 
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to maintain consistency across all the experiments. 

We set a threshold value to determine whether the deviations 

in the dataset are significant and can be used for anomaly 

detection. We show that this method is highly effective 

in detecting non-natural changes to electricity metering data, 

lending further credence to the applicability of BL 

in the validation of large-scale data sets pertaining 

to energy [8]. 

 

 
Fig. 1.  Chi-square test results of BL distribution comparison 

from the measuring of all three nodes with different replacement value 

for each node 3 linear y-axis 

Fig. 1 and 2 show the results of the Chi-square test, analyzing 

a total of 3 different measurement nodes for BL distribution 

with different replacement values for all three nodes. The Y-

axis in Fig. 1 is on a linear scale, whereas in Fig. 2 

it is set to logarithmic to allow for better visualization 

of the differences, particularly for replacement amounts > 10%. 

 

Fig. 2.  Chi-square test results of BL distribution comparison from the 

measuring of all three nodes with different replacement value for each node 3 

logarithmic y-axis 

 

TABLE I 

BL application for automated EMS data 

Digit 
BL 

Percentages (%) 

Data Relative 

Frequencies (%) 
Differences (%) 

1 30.2 27.124 2.975 

2 17.61 13.581 4.028 

3 12.49 11.571 0.918 

4 9.69 10.502 0.812 

5 7.92 9.405 1.485 

6 6.69 8.274 1.584 

7 5.8 8.237 2.437 

8 5.12 6.442 1.322 

9 4.58 4.801 0.23 

 

Fig. 3.  The image shows a graph from the automation process 

that was created using a C# program 

In Fig. 3 we see a graph that shows the frequency of first 

digits in a dataset compared to what would be expected based 

on BL. Again, you can see that y-axis corresponds 

to percentage frequency of each digit and x-axis is number 

of the digits (1-9). 

Blue bars show the expected distribution according to BL 

percentages. 

The cyan bars are the true distribution of the data. 

The Delta % purple bars show the difference between 

expected and actual values. 

This visualization is used in the detection of outliers 

or unusual observations in datasets; these methods are often 

used in fraud detection, power system monitoring, and financial 

audits. 

Note: The graph in the image above was generated from 

an automated process developed in C#, providing a good 

analysis tool for big data pattern detection. Computational 

efficiency is not included as part of assessing the method's 

effectiveness and accuracy. 

IV. FUTURE PLANS 

We intend to apply for BL in cybersecurity, which plays 

a crucial role in three phases of big data processing: data 

acquisition, transmission, and retrieval from storage. Each 

phase presents potential risk data manipulation during 

collection, interception during transfer, and unauthorized 

modifications within storage. By integrating BL-based 

analysis, we aim to enhance anomaly detection and safeguard 

metering data integrity. 

V. CONCLUSION 

Detection of non-technical losses relies heavily 

on the availability of reliable metering data. Our research 

upholds the application of BL and seeks to improve detection 

efficiency with machine learning. The next step is to train 

a neural network to determine how the data have been 

modified4whether by multiplication, division, addition, 

or subtraction. By tuning the model and validating it with real 

data, we aim to create a valuable tool for distribution grid 
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operators to identify unauthorized interventions in metering 

systems. 
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Abstract—This paper deals with the problematics of 

representing the geometry of voxelized 3D scenes in the field of 

computer graphics through hierarchical data structures based on 

trees. It follows on from previous research in this area, in which it 

was found that the transformation of sparse voxel octrees from 3D 

to higher dimensions allows for the compaction of their binary 

representation, with an optimum at 6D or 7D sparse voxel trees. 

When transforming to 6D, the limiting factor for further 

compression is the size of the child node mask of both internal and 

leaf nodes, which reaches a size of up to 64b. The analysis showed 

that the child node masks of internal and also leaf nodes of 6D 

SVTs contain longer sequences of bits set to the value 0, which 

made it possible to apply compression to the child node mask and 

thus create the child node mask compressed 6dimensional sparse 

voxel trees (CC 6D SVTs) proposed in this research. In tests on 18 

voxelized scenes, it was shown that the compactness of the 

representation of the scene geometry at the binary level increased 

by using CC 6D SVTs from 1.20 to 1.36 times in comparison to the 

use of 6D SVTs. 
 

Keywords— voxelized 3D graphics, geometry of the scene, 

hierarchical data structures, data compression, 6dimensional 

sparse voxel trees, child node mask compressed 6dimensional 

sparse voxel trees 

I. INTRODUCTION 

The use of hierarchical data structures for representing 

geometry and other properties of both two-dimensional and 

three-dimensional data in the field of computer graphics has 

been studied since the 1980s. The use of quadrant trees or 

directed acyclic graphs for 2D graphics and the use of octant 

trees or directed acyclic graphs for 3D graphics have been 

successfully proposed and tested. 

Currently, research in this area is underway in connection 

with the use of advanced graphics cards, which is why the 

developed hierarchical data structures are referred to as GPU-

friendly. Algorithms for constructing Sparse Voxel Octrees 

(SVOs) have been developed in [1-3]. By modifying SVOs, 

Efficient Sparse Voxel Octrees (ESVOs) [4, 5] were created, 

which can represent parts of subtrees economically using the 

so-called contour information. Clustered Sparse Voxel Octrees 

(CSVOs) were developed in [6]. While these data structures are 

primarily intended for representing the geometry of sparse 

scenes, attention has also been paid to scenes that are densely 

populated with active voxels [7, 8]. The common subtree merge 

was used in the design of High Resolution Sparse Voxel 

Directed Acyclic Graphs (HR SVDAGs) in [9]. In this context, 

a version of this data structure, designated as Lossy Sparse 

Voxel Directed Acyclic Graphs (LSVDAGs), that is able to 

compress geometry information in lossy manner was 

introduced in [10]. A further development was the creation of 

a hierarchical data structure that allows the joining of common 

subtrees even if it is necessary to implement a mirror 

transformation. This hierarchical data structure is called 

Symmetry-aware Sparse Voxel Directed Acyclic Graphs 

(SSVDAGs) [11, 12]. A hierarchical data structure called 

Pointerless Sparse Voxel Directed Acyclic Graphs 

(PSVDAGs) was proposed in [13] and an algorithm for fast 

transformation between PSVDAGs and SVDAGs was 

proposed in [14]. 

II. PROPOSED METHODS WITHIN OUR RESEARCH 

Building Sparse Voxel Octrees (SVOs) for a scene with 

dimensions �3 voxels, where � = 2� voxels, means building 

the corresponding tree with ÿ levels of nodes. Its traversal can 

stop at any of the ÿ levels of the tree. It means ÿ levels of 

Level of Details (LOD) can be reached. Each of the internal 

nodes of the SVO can potentially have 1 to 8 child nodes. 

Within our research activity in the last year it has been 

experimentally found that it is possible, by transforming 3D 

scenes into scenes with a higher number of dimensions, to 

create corresponding n-dimensional equivalents of SVOs, 

referred to as nDimensional Sparse Voxel Trees (nD SVTs). As 

the number of dimensions increases, the size of the binary 

representation of these SVTs decreases up to an optimum, 

which was experimentally found for 6D SVTs or 7D SVTs. 

Then the size of the binary representation of SVTs starts to 

increase with increasing number of dimensions. These research 

results have been formatted into a research paper, which we 

sent for the publication and is currently in the review process.  

A positive effect, enabling the compaction of the binary 

representation of SVTs is driven by decrease in the number of 

nodes and pointers to these nodes that form the respective data 

structure (each node has exactly one pointer pointing to it from 

the parent node layer, with the exception of the root node, 

which does not have its own pointer from the parent node 

layer). A negative effect of increasing the dimensionality of the 

scene and therefore the respective SVT dimensionality is a 

significant increase in the size of the child node mask (CHNM) 

of both internal and leaf nodes of a given SVT. When using 3D 

SVT, the size of the CHNM is only 8 Header Tags (HTs), where 
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HT has a size of 1b. In 6D, the CHNM comprises 26 HTs, and 

therefore with 1b HTs it is up to 64b, with a potential number 

of child nodes ranging from 1 to 64. 

As the dimensionality of the scene increases, the number of 

node layers forming the corresponding nD SVT decreases. If 

the SVO has ÿ node layers, then the 6D SVT has ÿ/2 node 

layers. This has a positive effect on the speed of tree traversal, 

but it has a negative effect on the number of Level of Details 

(LOD), which is also at the level of ÿ/2. 

Therefore, as a further step, after creating the 6D SVT 

hierarchical data structure, attention in our research was 

focused on compacting the binary representation of the child 

node mask of both the internal and leaf nodes of the 6D SVT. 

The analysis revealed that the child node mask in the 6D 

SVT contains sequences of HTs set to 0. This can be used to 

compress the child node mask. The compression is 

implemented so that the 64 HTs are divided into 8 groups of 8 

HTs. A separate 8b index is then created, where the Āth bit of 

the index represents the characteristic of the Āth group of 

header tags. 

 if the Āth group of 8 HTs contains at least one active HT 

(set to 1), the Āth bit of the index is set to 1. 

 if the Āth group of 8 HTs contains only passive HTs (all 

8 are set to 0), the Āth bit of the index is set to 0. 

For index bits set to 1, the corresponding header tag group is 

concatenated. The original child node mask with a constant 

length of 64b (Figure 1a) is thus replaced by a structure with a 

variable length binary representation, where there is always an 

8b index, followed by 1 to 8 header tag groups, where each 

group consists of 8 header tags (Figure 1b). Fully linearized 

form of the CHNM can be seen on the Figure 1c. 

In the unfavorable case, when all 8 header tag groups are 

active, the total size of this structure is up to 72b, which is more 

than 64b. In the case where 7 header tag groups are active, the 

size of this structure is equal to the size of the original 64b child 

node mask. In the case where the number of active header tag 

groups is from 1 to 6, the size of this structure is from 16b to 

56b. In the unfavorable case, using child node mask 

compression will, on the contrary, lead to inflation of the size 

of the binary representation of the data structure. In the 

favorable case, compression will occur. The advantage of such 

a compressed child node mask construction is that it is 

composed of two levels. The first level is the 8b index and the 

second level is the header tag groups themselves. 

 

 

 
Figure 1 representation of the child node mask of the 6D SVT as a) 64b vector comprising 8 8b HT sets, HT0 to HT7 and as a b) 32b structure comprising 8b 

index and 3 active 8b HT sets and as a c) linearized form of the compressed child node mask. 

 
TABLE I 

Size in KB of the hierarchical data structure SVO HDS, 6D SVT HDS and CC 6D SVT HDS for Angel Lucy, Porsche and Skull model in different 

resolutions of the scene from 1283 voxels to 40963 voxels. CR1 represents compression ratio between SVO HDS and 6D SVT HDS, CR2 represents compression 

ratio between SVO HDS and CC 6D SVT HDS and CR3 represents compression ratio between 6D SVT HDS and CC 6D SVT HDS. 

  Angel Lucy 

  1283 2563 5123 10243 20483 40963 

SVO 53 229 944 3 808 15 600 59 562 

6D SVT 15 65 278 1 138 4 574 18 166 

CR1 3.53 3.52 3.40 3.35 3.41 3.28 

CC 6D SVT 12 50 211 855 3 420 13 503 

CR2 4.57 4.54 4.48 4.45 4.56 4.41 

CR3 1.29 1.29 1.32 1.33 1.34 1.35 

  Porsche 

  1283 2563 5123 10243 20483 40963 

SVO 117 540 2 361 9 932 40 700 162 103 

6D SVT 29 147 664 2 877 12 021 49 030 

CR1 4.03 3.67 3.56 3.45 3.39 3.31 

CC 6D SVT 24 116 516 2 201 9 094 36 606 

CR2 4.84 4.64 4.57 4.51 4.48 4.43 

CR3 1.20 1.26 1.29 1.31 1.32 1.34 

  Skull 

  1283 2563 5123 10243 20483 40963 

SVO 186 765 3 100 12 413 49 038 189 341 

6D SVT 54 225 922 3 727 14 891 58 666 

CR1 3.44 3.40 3.36 3.33 3.29 3.23 

CC 6D SVT 41 171 695 2 794 11 094 43 223 

CR2 4.52 4.48 4.46 4.44 4.42 4.38 

CR3 1.31 1.32 1.33 1.33 1.34 1.36 
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This allows, when traversing the data structure, to traverse the 

child node mask to the index level or fully up to the header tag 

group level. The number of LODs is therefore not ÿ/2 as in 

6D SVT but returns to ÿ, as in SVO.  

III. RESULTS 

The tests were performed on scenes created by voxelizing three 

polygonal surface models (mesh) 3 Angel Lucy, Porsche and 

Skull. These models were voxelized to a total of six resolutions, 

from 1283 to 40963 voxels. This resulted into 18 test scenes. 

The testing was carried out on a Win 11 Home computer, 15.6", 

1920×1080 FullHD, IPS, AMD Ryzen 7 7435HS, 3.1GHz, 

octacore, nVidia GeForce RTX4060 8GB, 16 GB RAM, 

DDR5, 512 GB SSD. As the test results in Table I show, 6D 

SVT is 4.52 to 3.23 times more compact than classic SVO, as 

shown by the CR1 value, which is the compression ratio 

between SVO and 6D SVT. When using child node mask 

compression, i.e. with CC 6D SVT, the compaction rate is 

achieved at a level of 4.84 to 4.38 times compared to classic 

SVO. In Table I, it is marked as CR2 and is calculated as the 

ratio between the size of SVO and CC 6D SVT. The rate of 

increase in compaction of the binary representation of the 

geometry of the relevant scene when using CC 6D SVT versus 

the use of 6D SVT was achieved at a level of 1.20 to 1.36. It is 

indicated in Table I as CR3 and is calculated as the ratio of the 

size of the 6D SVT and the CC 6D SVT. 

IV. CONCLUSIONS 

The paper dealt with the issue of representing the geometry of 

3D voxelized scenes through hierarchical data structures based 

on trees, namely Sparse Voxel Trees (SVTs), which were 

upscaled to 6 dimensions (6D). In previous research, conducted 

within last year, it was found that by increasing the 

dimensionality of sparse voxel Trees, it is possible to obtain 

more compact hierarchical data structures, the minimum size of 

which is achieved at 6D or 7D. Child Node Masks in the case 

of 6D SVT increase up to 64b and represent a limiting factor 

for the compactness of 6D SVT. Therefore, a 64b CHNM of 

6D SVT compression was proposed as part of this research. It 

turned out that, thanks to this modification, it is possible to 

advance the compression of 6D SVT further. Thus, CC 6D 

SVTs were created, which are more compact than 6D SVTs. 

Tests showed that it was possible to achieve 1.20 to 1.36 times 

higher compression. 

V. FUTURE RESEARCH 

In our future research we will investigate the use of Common 

Subtree Merge, which will create 6D SVDAG HDS and CC 6D 

SVDAG HDS, which should enable further compaction of the 

geometry representation of voxelized 3D scenes. 

Further attention will be paid to the issue of geometry 

representation of voxelized scenes that are dynamic in time. 

The possibility of creating Spatio Temporal Sparse Voxel 

Octrees (ST SVOs), and Spatio Temporal Sparse Voxel 

Directed Acyclic Graphs (ST SVDAGs) will be investigated.  

The influence of the type of scene dynamics on the obtained 

compression ratio will also be investigated. 
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Abstract—To enhance production efficiency while keeping
humans at the core of manufacturing processes, human-centric
manufacturing emphasizes concepts such as artificial intelli-
gence and human-machine collaboration. This paper provides
an overview of our research on these topics, focusing primarily
on our use cases, with the aim of developing a methodology to
support the creation of human-centric human-machine collabora-
tion applications in Industry 5.0. Lastly, it outlines the anticipated
future directions of our research in this field.
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I. INTRODUCTION

The rise of Artificial Intelligence (AI) has revolutionized

industries by enhancing how systems perceive, interpret, and

respond to human inputs. Traditional AI primarily relied on

single data sources, but advancements, including multimodal

AI, have enabled systems to integrate multiple types of

information for more adaptive, context-aware, and intuitive

interactions.

At the same time, Human-Machine Collaboration (HMC)

aims to blend human and machine capabilities, but existing

applications often prioritize efficiency over human-centricity.

To bridge this gap, multimodal AI plays a crucial role in cre-

ating more natural, responsive, and intelligent HMC systems.

By analyzing human behavior across multiple modalities, it

enhances collaboration, improving safety, usability, and overall

effectiveness.

This paper explores the integration of multimodal AI in

HMC, identifying key enabling technologies and methods

to foster human-centered AI applications in Industry 5.0. It

aims to advance research in designing AI-driven systems that

prioritize human adaptability and collaboration and create a

methodology to facilitate the systematic creation of these

applications while recommending appropriate metrics for both

design and evaluation.

II. INITIAL STATUS

Our first study [1] began with the topic of Industry 5.0, its

enabling technologies, and their core values, human-centricity,

sustainability, and resiliency. Our research focused on human-

centricity, which emphasized HMC to enhance work efficiency

while keeping humans central to production. First, we identi-

fied key challenges and research gaps in this field. Building on

these gaps, our research focused on identifying and implement-

ing suitable technologies and methods for human-centered

solutions, focusing on enabling technologies for digital twins

(DTs) of HMC in a synergistic way [2].

To develop a systematic approach for designing human-

centric applications, we proposed a reference framework [3]

for HMC with heterogeneous robots. To enhance this frame-

work, we explored DTs in HMC, identifying key enabling

technologies from Industry 5.0 and categorizing them into

four groups: (1) DT and simulation for safety, ergonomics,

and training; (2) AI for efficiency and decision-making; (3)

human-machine interaction using AR/VR, natural interfaces,

and sensors; and (4) data transmission and analysis leveraging

IoT, cloud, and edge computing. Our review [4] highlights

use cases and methodologies supporting human-centric HMC

systems.

III. OBJECTIVES SOLVED IN PREVIOUS YEAR

After identifying key enabling technologies for DT-

enhanced HMC, we shifted our focus from DTs to multimodal

AI use cases, which implemented those technologies while

focusing on human-centricity.

In [5], we dealt with ensuring and increasing the safety of

mobile robotic systems in human-machine collaboration. The

research aimed to design and implement an AI application that

recognizes obstacles, including humans, and increases safety.

The resulting mobile application (Fig. 1) used a MiDaS neural

network model to generate a depth map of the environment

from the drone’s camera to approximate the distance from

all obstacles to avoid the drone’s collision. Our work outside

of the article continues to implement additional AI to create

a multimodal AI solution. After detecting obstacles with

MiDaS, the vision-language GPT-4o mini ChatGPT model

was used after taking a picture of the environment with the

drone’s camera to generate the best navigation route and flight

commands for the drone in the indoor lab. At the same time,

experiments are done in simulation to navigate ground mobile

robots in hospital settings with their cameras by using and

evaluating different local-based vision-language models.

For our second use case [6], we examined the current

application solutions of Large Language Models (LLMs)

in education and research and their usability, benefits, and

challenges. Through our use case and experimental data on

Turtlebot3 education robots, we discussed the potential of

different transformer-based LLMs and their limitations to

improve educational and research outcomes for students work-

ing with robotic systems in laboratory conditions. We also

145



Fig. 1. Application UI: a) drone’s camera video stream, b) MiDaS real-time
depth estimation

evaluated selected models based on quantitative and qualitative

metrics to choose one which was best suited for our AI-based

education and research assistant use case.

The third use case [7] explored the integration of ultra-

wideband (UWB) technology to improve human localization

in augmented reality (AR) applications. As AR becomes

increasingly relevant across various fields, it is essential to

ensure precise localization. We investigated the potential of

UWB to improve localization in AR by evaluating its accuracy

through a practical use case. In the paper, we focus on an

overview of existing UWB localization systems, discuss their

limitations, and then outline the design, implementation, and

evaluation of our proposed solution. Besides accuracy for real-

time human tracking, our use case also enables human-centric

HMC by allowing natural and intuitive AR experiences.

The fourth use case [8] presents the development of an

automated landing algorithm that enables a drone to land

on a moving platform using computer vision techniques.

Our solution is tailored to improve real-time tracking and

dynamically adjust the position of the drone, ensuring a

precise landing on the ground mobile robot equipped with the

landing platform. This advancement facilitates collaboration

between unmanned aerial and ground vehicles, thus increasing

autonomy and automation. The system was designed and

tested in a simulation environment, Webots, and employs the

DJI Mavic 2 Pro drone and a four-wheeled ground robot.

The fifth use case involves controlling robotic systems

by voice and LLMs with intuitive interfaces. A web app

was implemented to control Turtlebot3 mobile robots with

ChatGPT models, and a local app was developed to control the

Dobot Magician robot arm with Google Gemini using voice

commands. Our language models process human voice input

to send commands to navigate robots or make them perform

specific tasks. In this use case, we can choose to use different

modalities, such as voice, text or image to control our robotic

systems.

IV. FUTURE WORK AND CONCLUSION

Our research focuses on analyzing suitable technologies

and methodologies for developing human-centered human-

machine collaboration applications powered by multimodal

AI, advancing the understanding of human-centric design in

Industry 5.0. By assessing the impact and significance of these

enabling technologies in our use cases, we aim to develop a

comprehensive methodology applicable across various human-

machine collaboration scenarios. This will provide new in-

sights into the role of multimodal AI, expanding knowledge

on its applications in diverse industrial contexts.

The next step involves proposing an updated framework for

integrating diverse enabling technologies within Industry 5.0,

specifically incorporating multimodal AI. This framework will

offer a systematic approach to selecting and integrating tech-

nologies, ensuring their applicability across different industrial

settings to achieve seamless synergy.

Additionally, we will establish criteria, metrics, and guide-

lines for selecting optimal technology combinations for spe-

cific use cases, considering factors such as efficiency, cost-

effectiveness, user-friendliness, ease of implementation, and

human-centricity. To validate the framework, we will design

and develop prototype case studies or experimental applica-

tions that emphasize user experience and efficiency in AI-

driven human-machine collaboration. These prototypes will

help us explore the practical implications, limitations, and

benefits of multimodal AI in various industrial environments.

In the final phase, we will assess the performance, scala-

bility, and adaptability of these applications based on prede-

fined criteria and metrics. This evaluation will take place in

simulated or real-world environments using technologies such

as UAVs or UGVs, ensuring their effectiveness in enhancing

human-machine collaboration within Industry 5.0.
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Abstract— The main purpose of social networks, as their name 

suggests, is to connect individuals or groups and thus provide an 

effective tool for communication. An unwelcome accompanying 

effect of social networks is the presence of toxic content, which 

occurs in individual forms. The aim of this work is to explore the 

various possibilities of detecting toxic content on social networks, 

whether it is in the form of text or images. The work discusses 

established methods for text and image classification, as well as 

the creation of such content with the use of generative artificial 

intelligence. Furthermore, the work encompasses the topic of 

sentiment analysis, which is closely associated with the detection 

of toxic behavior. Finally, the achieved results, experiments, 

dissertation thesis and the intended methodology for future 

research are presented.   

Keywords— Deepfake; CNN; deepfake detection; GAN; 

StyleGAN; 

 

I. INTRODUCTION 

Due to the potential danger that it presents, toxic content 

poses a considerable social, economic and reputational risk for 

societies and individuals alike. Either human-made, or 

synthetic, with the introduction of social media to everyday 

life, the spreading of misinformation, hateful content, 

misleading news or any other form of deceitful message can 

be easily spread through society. A prime example of it, 

which have recently found their way into everyday life 

through social media are Deepfakes, which can occur in form 

of photorealistic images, videos, or voice recordings. These 

can be described as type of content that has been 

algorithmically generated or manipulated often with malicious 

intent. Common cases of misuse include the dissemination of 

harmful content by perpetrators on socials media with the use 

of fake videos [1], where they can spread virally, leaving 

lasting damage to the involved parties even if subsequent legal 

action is taken (cases of individuals or companies protecting 

their brand name). Another case of severe misuse of this 

technology is the creation of illegal sexually explicit content, 

either breaking the valid laws of particular country, breaching 

the terms of technology provider or directly attacking 

particular person [2]. In the majority of cases, it is almost 

impossible for human users to adequately distinguish between 

authentic content and a carefully constructed comment, 

review or video with the naked eye. Even the cases of audio 

Deepfakes have proven to be hardly discernible for human ear 

[3]. To produce Deepfake, a variety of methods such as 

combination, merging, replacement or superimposing of 

images or videos are used [4], resulting in a realistic 

believable content. However, recently the creators generally 

employ more advanced AI-based techniques, mainly 

generative adversarial networks (GANs), diffusion models or 

large language models to create believable content. Often, one 

type of deepfake modality is accompanied by another to 

produce more authentic appearing results, as in the case of 

Deepfake videos where the lips of the speaking person are 

modified to be synchronized to the Deepfake audio [5].  

II. CONDUCTED RESEARCH 

To further analyze our problem, we have separated our task 

into two individual subtasks, the separation criterion being the 

modality of social media content. The selected modalities are 

image and text due to their overwhelming prevalence on 

social media sites. Further, we have set the task as a 

classification problem, focusing on the detection of images 

and texts which were created or manipulated through 

generative AI methods – such as StyleGAN [6] or Stable 

Diffusion [7]. Individual variations of GAN such as 

CycleGAN [8] or MaskGAN [9] and others were also 

included in our research due to their different approach to 

image modification. We decided to begin our research by 

assessing the available tools to create deepfakes, available 

detection methods for text and image classification.   

The selected architectures for image classification were: 

• VGG-16 [10] 

• DenseNet [11] 

• ResNet-50 [12] 

• YOLOv11 [13] 

• MobileNet [14] 

• EfficientNet [15] 

• ConvNext: [16] 

In order to understand the process of deepfake creation, we 

have analyzed available methods for image and text synthesis, 

such as various variations of GAN architectures as well as 

transformers [17] for textual domain. 

III. EXPERIMENTS AND RESULTS 

In the text domain, we have focused on the application of 

adapters on GLUE benchmark [18]. The goal was to 

determine the correct approach for the reduction of training 

computational requirements, while retaining efficiency. This 

reduction would significantly improve the adaptation of 

existing models, especially LLMs, for new types of toxic 
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content which may be able to circumvent the existing 

detection mechanisms. 

Our research was focused on the replication of the 

experiments conducted in [19], with the aim of reducing the 

model training and fine-tuning costs by including the adapters. 

In the original article, Adapters attained almost state-of-the-art 

performance in regard to original timeframe, while minimally 

increasing the number of parameters per individual task. On 

General Language Understanding Evaluation (GLUE), the 

attained results were within 0.4% of the performance of full 

fine-tuning, adding only 3.6% parameters per task. By 

contrast, fine-tuning necessitates the training of 100% of 

parameters per task. In our replication of this research, we 

have focused on the GLUE benchmark and simultaneously 

added additional variations of BERT [20] architecture to 

assess the performance of adapters. 

We have replicated the research with the use of the original 

dataset. We have utilized various settings for the models that 

were used and selected the best performing ones. We have 

summarized the results and made a comparison to the original 

paper, with the addition of additional models. The adapter 

modules have shown significant improvements over fine-

tuning while maintaining the required level of performance. 

Overall, our results did not achieve the performance that was 

stated in the original adapter paper. However, the attained 

performance is close to the original and supports the claim of 

effectivity of adapter modules. To further support the claim, 

the additional tested models, depicted in Table 4, have 

achieved sat is factory performance, thus validating the 

versatility of adapter modules. However, a significant 

decrease was achieved in the case of ELECTRA. DeBERTa 

and DISTILBERT have achieved lower performance than 

BERT BASE with adapter module. The closest performance 

to the BERT BASE with adapter module was achieved by 

DeBERTa. 
 

TABLE 1.  

REPLICATED RESULTS 

 BERT (Base) Adapters 64 

CoLA 58.2 59.6 

SST 92.5 91.8 

MRPC 90.6 91.0 

STS-B 69.3 89.5 

QQP 70.7 70.5 

MNLIm 84.8 83.4 

MNLImm 85.3 83.9 

QNLI 89.9 88.3 

RTE 69.3 68.9 

 

TABLE 2.  

ORIGINAL PAPER RESULTS 

 BERT (Base) Adapters 64 

CoLA 60.5 56.9 

SST 94.9 94.2 

MRPC 89.3 89.6 

STS-B 87.6 87.3 

QQP 72.1 71.8 

MNLIm 86.7 85.3 

MNLImm 85.9 84.6 

QNLI 91.1 91.4 

RTE 70.1 68.8 

 

TABLE 3.  

ADAPTERS- REPLICATION RESULTS WITH ADDITIONAL 

ARCHITECTURES  

Dataset  CoLA  

BERT(Base) 58.2  

BERT(Adapters 64)  59.6  

DISTILBERT(Adapters 

64)  

54.1  

DeBERTa (Adapters 64) 58.2 

ELECTRA (Adapters 64) 49.7 

 

 

In the image domain, we have focused our experiments 

especially on the detection of Deepfakes. The idea behind is to 

detect the cases when the image that contains human face was 

manipulated, it may suggest the possible intention to deceive. 

In the case of a social media post made from the combination 

of image and text, the ability to correctly classify whether the 

image has been manipulated or synthetized through generative 

methods increases the chances to correctly assess the overall 

believability of the social media post. For our experiments, the 

selected architectures were VGG-16, DenseNet, ResNet, 

MobileNet, EfficientNet and ConvNext. The used dataset was 

created as a combination of existing Flickr real face dataset 

(Flickr-Faces-HQ) provided by Nvidia that were collected for 

the StyleGAN paper. It also has good coverage of accessories 

such as eyeglasses, sunglasses, hats, etc. The images were 

crawled from Flickr, thus inheriting all the biases of that 

website, and automatically aligned and cropped using dlib. 

Only images under permissive licenses were collected. 

Various automatic filters were used to prune the set, and 

finally Amazon Mechanical Turk was used to remove the 

occasional statues, paintings, or photos of photos. The part of 

dataset containing fake faces was created with the use of 

StyleGAN. The dataset pictures are labeled as real or fake, 

therefore it is a binary classification task. The whole dataset is 

publicly available at [21]. The dataset is split into train, test 

and validation parts. The train contains 50000 samples, test 

10000 and validation also 10000, meaning that both classes 

have equal representation in each subdataset. The images are 
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colored, have dimensions of 256 x 256 pixels and are focused 

on the faces. There are no multiple individuals depicted, only 

single face per picture. The best results were achieved by the 

EfficientNet architecture with the validation accuracy of 

96.76%, followed by ConvNext with 95.72%. The worst 

performance was attained by the oldest architecture of 

VGG16, which scored 92.25%. The results are depicted in 

Table 3. 

TABLE 4. 

DEEPFAKE CLASSIFICATION RESULTS 

Model Name  Validation accuracy  

VGG16  0.9225  

DenseNet121  0.9528  

ResNet50  0.9364  

MobileNet 0.9448 

EfficientNet 0.9676 

ConvNext 0.9572 

 

IV. CONCLUSIONS 

Our conclusion is that with rapidly increasing capabilities 

of DL models and with accessible computing power in 

combination with the societal impact that the social media 

have, it is of a high importance to focus on the development of 

tools to detect artificially generated content. As the models 

that are used for generation of content constantly improve, the 

same needs to apply for the detection tools to prevent harmful 

conduct. The achieved performance of selected architectures 

was comparable, with the best results achieved by 

EfficientNet. The accuracy provided by those models was 

satisfactory, each of them scoring above 90%, which would 

provide the potential user with a viable chance to detect false 

content including human faces. The experiments in image 

domain were conducted successfully considering the initial 

goal of this work, however, we aim to include additional 

datasets with broader range of characteristics to ensure the 

classification quality of our models. We do believe that the 

rapid development of large language models along with 

security measures implemented by social media will force the 

quality of generated content to increase which will in turn 

create a demand for improved detection models. 
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VI. FUTURE GOALS 

Our future goal is the creation of a comprehensive tool for 

social media post classification, with the inclusion of 

explanatory features. For users, the application will highlight 

the suspicious aspects of particular social media post, 

accompanied by explanation. We also aim to further 

incorporate individual LLMs and content generated through 

them for the enhanced classification in textual domain. In 

image domain, we aim to improve the versatility of 

classification by including images that currently deceive the 

trained classifiers. The last goal is the implementation of the 

sentiment analysis for the improvement of the achieved 

classification.  
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Abstract—With the ever-increasing amount of data produced
daily, the need for edge computing increases, too. Processing
the data closer to the source allows for faster results, increased
privacy, and lower bandwidth. The devices created for these tasks
differ significantly and come with issues of incompatible software.
Docker offers a way to unify the environments of various devices,
significantly increasing their compatibility. These devices are
often limited in performance due to low power consumption,
which can be both an advantage and a disadvantage. We looked
at the performance of various edge computing devices and
compared their performance and power consumption. These
results were then used to compare the performance of Docker
containers versus native.

Keywords—data processing, Docker, edge computing, IoT

I. INTRODUCTION

The onset of edge computing as a solution to cloud

computing’s issues brings many challenges. The variety of

devices alone is not seen in more server-oriented solutions.

The devices range from small - smaller than a credit card -

SBCs (Single Board Computers) to fully featured Mini-PCs.

Devices commonly use AMD64 or ARM64 CPUs, with RISC-

V slowly coming onto the scene. The traditional server space is

still dominated by AMD64, with more than 95% market share

[1]. ARM64 represents only 3.9% market share, with Amazon

- more specifically Amazon Web Services - owning around

half of all ARM64 server-grade CPUs [2]. Edge environments

are the opposite. ARM64 is present in virtually every mobile

phone and tablet. The ratio starts to change regarding more PC-

like offerings, as many popular devices use either architecture.

This leads to an incompatibility with specific software, as

running AMD64 software on ARM64 devices and vice versa

natively is impossible. There are emulators or translators, but

these come with performance penalties. Docker allows us to

build cross-platform applications quickly and provides better

compatibility with various edge devices.

II. THE INITIAL STATUS

Two years ago [3], we introduced the idea of splitting a data

processing workload across multiple devices at the network’s

edge or in the cloud. The main goal was the reduction of

latency, with tasks being divided intelligently. We described

different approaches to load balancing, task distribution, and

task offloading.

Our initial idea ran into an issue with the monolithic

approach to software development currently present in edge

computing. We proposed a data processing framework based

on containers to address this issue. We drew inspiration from

Directed Acyclic Graphs, where the tasks are represented as

nodes and the data flow as edges. This allows for an easy-to-

understand visualization of the steps performed to process the

data.

The microservice architecture, which became popular with

the onset of cloud computing, has services which are anything

but micro. To address this inconsistency, nanoservices were

created as the tiny parts of a more extensive application [4].

Instead of a service with multiple endpoints, we have multiple

services, each with a single endpoint and functionality. Our

solution relied on ZMQ as the communication backbone

between services hosted in separate Docker containers for easy

deployment across devices.

III. THE TASKS SOLVED IN THE PREVIOUS YEAR

We started the last year with a thorough study of different

use cases of edge intelligence and edge computing in general

across various industries, with the results being published as a

review paper [5]. This provided us with a better understanding

of the problems arising in different areas of research and

development.

We are also actively expanding the services offered by our

data processing platform [6]. The first addition was a normal-

ization service. Many tasks require the data to be normalized

to prevent skewed results. The user can set the lower and upper

boundaries, and the values are normalized before being sent

further. The second addition was an expansion of the filtering

service. There are cases in which the data sent from the sensor

is incorrect, e.g., the temperature sensor showing 999 ◦ C. The

user can, therefore, set a lower and upper boundary, and any

values outside of this range are ignored. The next addition

is the notification service, which allows us to send emails

based on detected values. This service works as an extension

of the filtering service and allows the user to set values which

should trigger the notification email. We originally wanted

to implement a self-hosted email server, but this proved too

complicated, so we opted for Google Mail. Google offers a

Python SDK (Software Development Kit), which can be used

to write and send emails, but we did not want our solution to

be tied to the email provider used, so we opted for an SMTP

(Simple Mail Transfer Protocol) library instead. SMTP is a

standard protocol used for sending emails. Google and other

email providers provide an API (Application Programming

Interface) endpoint to which we can send our data. Another
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TABLE I
BENCHMARK SUITE RESULTS

Raspberry Pi 5 ODROID H4+ Orange Pi 5 Plus VisionFive 2

Average benchmark duration 557.45 ms 342.50 ms (-38.56%) 638.50 ms (14.54%) 3456.30 ms (520.02%)

Average standard deviation 3.15% 11.66% 3.11% 2.25%

Average benchmark duration (Docker) -0,41% -3,69% 0,05% DNF

Average standard deviation (Docker) 2,74% 2,71% 2,81% DNF

TABLE II
POWER CONSUMPTION METRICS OF USED DEVICES (NATIVE)

Raspberry Pi 5 ODROID H4+ Orange Pi 5 Plus VisionFive 2

Total energy 14.872 Wh 12.539 Wh 11.036 Wh 69.764 Wh

Average duration 10 781 s 6 651 s 11 889 s 67 300 s

Average power consumption 4.97 W 6.79 W 3.34 W 3.73 W

addition was the option of loading the data directly from a

database. SQLAlchemy, an object-relational mapper, serves as

the core of this service. MySQL and PostgreSQL, the two

databases we selected, require different libraries to connect.

There are also some slight differences in their respective

syntaxes, which we can circumvent using SQLAlchemy.

We are currently working on services for AI models, al-

lowing us to load the model and seamlessly integrate it into

our solution. We have already implemented simpler machine

learning models, specifically k-means, k-NN, and regression.

Another part of our work is the GUI for deploying the

services. We have selected NODE-Red as it provides an easily

expandable platform with all the features we require. We are

currently adding our custom nodes, i.e. services, and then

exporting them in JSON format with all the settings and edges

to use in deployment.

Another part of our research focused on the performance

comparison of Docker containers versus native deployment.

Our understanding of how containers work led us to believe

there should be no measurable difference, but our testing

showed us something different. We have selected the PyPer-

formance benchmark suite, which offers various tests that

represent typical Python workload and utilize commonly used

libraries. The entire suite was run multiple times on Raspberry

Pi 5, Orange Pi 5, ODROID H4+, and StarFive VisionFive

2. Each device was running the latest version of the vendor-

recommended/provided OS. The runs’ results are presented

in TABLE I, where the values for Raspberry Pi 5 native

are in absolute format and serve as a baseline value. The

other values are then compared to the baseline. The Docker

values are compared to the native values of each device.

The testing compares containers’ performance vs native, the

performance differences between devices, and their power

consumption. Edge devices may be placed in tight spaces,

e.g., cars, where they are harder to cool. They might also

be powered by batteries or low-wattage power sources. These

constraints make the device’s power consumption an important

factor to consider. Orange Pi 5 Plus had the lowest wattage at

3.34 W. Raspberry Pi 5, one of the most used edge devices,

was 14.54% faster, but had an almost 49% increase in wattage,

making it harder to cool. The total energy used to run the entire

suite was also lower on the Orange Pi 5. ODROID H4+ had the

highest wattage at 6.79 W but was also much faster, resulting

in total energy usage between Raspberry Pi 5 and Orange Pi

5 Plus. VisionFive 2 was the lowest-performing device in our

testing, resulting in high total energy usage, as each suite run

took almost 19 hours.

One of the application areas of edge computing is robotics

– in our case, drones. We have developed a computer vision-

based algorithm for automated drone landing on a moving

ground vehicle [7]. The algorithm works by using the drone’s

camera and utilizing simple computer vision techniques to

process the image and find the mark placed on the ground

vehicle. Each rotor is controlled separately, and the drone

slowly descends, keeping the target in its sights until it lands.

IV. FUTURE WORK

Soon, we would like to finish the features described in the

previous section and deploy our platform on multiple edge

devices. The testing of our solution will focus on the total

latency introduced by splitting the application into multiple

parts and deploying it on multiple devices compared to a

monolith deployed on a single device. The benchmarks we

have performed on our edge devices show us that it is possible

to achieve better performance from existing Docker images,

so we will optimize them for our use cases.
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Abstract—This article and previous research have highlighted
the advantages of applying dynamic line rating (DLR), primarily
the deployment of steady-state and transient DLR. Factors such
as weather, type, cross-section, and conductor aging affecting
ampacity have been addressed. Input parameters for DLR models
have been analyzed to ensure the most optimal transmission
capacity of OHLSs in the conditions of the Slovak electricity
transmission system and to prevent overloading.
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I. INTRODUCTION

The transmission capacity of overhead transmission

lines (OHTLs) is the primary parameter of the transmission

capacity indicator to ensure the efficiency and effectiveness

of the transmission system. Increasing demands for reliability,

quality and optimization from the point of view of economic,

environmental and technical factors bring new opportunities

and challenges. The practical and academic community is look-

ing for solutions that will provide fast, safe and easy-to-deploy

solutions in the era of expansion and trends in the electric power

industry. Increasing ampacity is one of the options to achieve

these goals from a long-term perspective [1].

Despite these challenges, the Slovak electricity transmission

system is still considering a conservative pragmatic approach

of static line rating (SLR) as the current load limits of OHTLs.

The deployment of DLR following the example of other

transmission systems is a promising way. DLR considers

real operational parameters such as geographical, astronomical

and meteorological inputs [2].

Our research focuses on DLR under the conditions of the

Slovak electricity transmission system using the CIGRE Tech-

nical Brochure 601 methodology. The research aims at a model

for predicting ampacity in real conditions with high robustness

for power transmission on interstate OHTLs [3].

II. BACKGROUND AND PROGRESS

Before this year, our research was focused on gaining knowl-

edge about the thermal behavior of conductors from theoretical

knowledge and their subsequent application to real OHTL. The

key aspects of our research included [4], [5], [6], [7], [8], [9]:

1) Review of international standards for ampacity calcula-

tion, specifically CIGRE 601.

2) Analysis of the use of wide area monitoring sys-

tems (WAMS) for calculating conductor temperature.

3) Calculation of SLR according to the STN EN 50341-2-

23 standard and steady-state DLR for comparing static

limits with dynamically changing ampacity.

4) Deployment of alternative conductors, such as high

temperature low sag and aluminum conductor composite

core (HTLS ACCC), instead of the current aluminum

conductor steel reinforced (ACSR) conductors used in the

Slovak electricity transmission system.

5) Application of this knowledge to the OHTL V427

Rimavská Sobota – Moldava for the preparation of a dy-

namic ampacity system.

III. RECENT ACHIEVEMENTS

Over the past year, significant progress has been made

in creating a mathematical model for calculating transient

conductor temperature based on the CIGRE 601 Technical

Brochure. This model consists of [3], [9], [10]:

1) Algorithm for calculating the steady-state temperature

of a conductor (Fig. 1).

2) Algorithm for calculating the transient conductor temper-

ature, also known as temperature tracking (Fig. 2).

3) The algorithm itself for calculating the transient dynamic

ampacity with respect to (Fig. 3):

a) Type and cross-section of the conductor.

b) Aging of the conductor.

c) Meteorological conditions.

d) Current load.

The transient DLR was calculated in the conditions of the

Slovak electricity transmission system for their most commonly

used ACSR conductors and their alternative HTLS ACCC.

Initially, it was taken into account against the set parameters

of the STN. Subsequently, the impact of meteorological

conditions on transient DLR was analyzed, namely the intensity

of solar radiation, ambient temperature, direction and wind

speed. The model was also extended to include the significance

of accurate absorptivity and emissivity measurements in DLR

calculations. Finally, the model was used in real meteorological

conditions for a selected summer and winter day.

All of this knowledge gained is in the process of being

accepted for publication in the journal Electric Power Systems

Research.
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Fig. 4. Calculation of transient DLR for ACSR conductor for different
emissivity values on a winter day at a current overload value of 15 minutes
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Fig. 5. Calculation of the transient DLR for the HTLS ACCC conductor for
different emissivity values on a winter day at a current overload value of 15
minutes

TABLE I
ANALYSIS OF ACSR AND HTLS ACCC CONDUCTOR AMPACITY UNDER

TRANSIENT OVERCURRENT CONDITIONS OVER A 15-MINUTE PERIOD,
CONSIDERING DIFFERENT EMISSIVITY COEFFICIENTS IN WINTER-DAY

OPERATING SCENARIOS

Emissivity,

Absorptivity

Ampacity (A)

ACSR
(Ts = 80

◦C)
HTLS ACCC
(Ts = 200

◦C)

0.1 1130 1792

0.2 1140 1815

0.5 1170 1886

0.8 1200 1958

0.9 1210 1982

IV. RESULTS

Under SLR conditions, HTLS ACCC conductors are more

advantageous than used ACSR conductors in transient DLR,

sustaining higher currents for longer durations. ACSR conduc-

tors in the specified conditions overheated quickly, limiting

overloads to 5–20 minutes, while at 1200–1500 A, duration

dropped significantly. HTLS ACCC conductors sustained
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2000–2500 A for up to 35 minutes at their maximum tempera-

ture of 200 °C (Fig. 3).

Aging of the conductor has been shown to positively affect

ampacity (Table I). For a 15-minute overload during winter,

ACSR current increased by 7.1% (1130 A to 1210 A, Fig. 4),

while HTLS ACCC improved by 10.6% (1792 A to 1982 A,

Fig. 5). The consequence of the lower heating of HTLS ACCC

conductors is due to their material properties, which have lower

resistivity losses RAC20C and a better overall thermal product –

consisting of a lower weight m, thermal coefficient of specific

thermal capacity β, specific thermal capacity c of the core

and conductor sheath.

V. FUTURE PLANS

The following steps of the work and research will deal with:

1) Creation of software for determining dynamic steady-

state and dynamic transient ampacity based on the

proposed mathematical model.

2) Technical and economic evaluation of the proposed

solutions for increasing the transmission capabilities

of lines and recommendations for practice.

3) Verification of the developed models and software in real

conditions in the OHTL ampacity analysis laboratory

at the Lublin University of Technology.

VI. CONCLUSION

This paper and the doctoral student’s previous work have

highlighted the advantages and benefits of applying DLR

and HTLS ACCC as an alternative to ACSR conductors to in-

crease the ampacity of OHTLs. HTLS ACCC has been proven

to exceed the limits of ACSR conductors. Their higher thermal

resistance allows them to carry higher currents both in steady

state DLR conditions and in current overload conditions

during transient DLR. Taking these benefits into account

opens up the prospect of deploying an economic, technical

and environmental solution.
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Abstract—The rise of phishing, vishing, hoaxes, and deepfake
technologies has intensified cybersecurity challenges, exploiting
both human vulnerabilities and AI-driven automation to deceive
users and compromise digital security. Traditional defenses are
increasingly ineffective as cybercriminals leverage generative
AI models like GANs, VAEs, and diffusion models to create
hyper-realistic fraudulent content. This research explores AI-
driven detection and prevention mechanisms, utilizing machine
learning, computer vision, and security analytics to enhance
real-time fraud detection. It also assesses the risks associated
with AI-powered image generation tools such as Stable Diffu-
sion, Leonardo.Ai, Adobe Firefly, and DALL·E. By integrating
advanced AI security solutions, regulatory frameworks, and
cybersecurity awareness, this study aims to mitigate digital
threats and strengthen trust in online environments.
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I. INTRODUCTION

Cybersecurity has become one of the most critical chal-
lenges of the digital era, characterized by continuous tech-
nological advancements and increasing global connectivity.
However, there is also growing reliance on digital platforms
and broad availability of information which have resulted in
a surge in digital threats. Among the most serious security
concerns today are phishing, vishing, hoaxes, and deepfake
technologies which exploit human as well as technological
vulnerabilities to manipulate and deceive users. These risks
and challenges not only erode trust and confidence in the
cyberspace but also threaten individuals, corporations, and
even national security.

Phishing and vishing represent sophisticated forms of social
engineering attacks that rely on psychological manipulation
to obtain sensitive information such as passwords, financial
data, or authentication credentials. A study [1] shows that
phishing and vishing are among the most common forms
of attacks, and their sophistication is increasing thanks to
modern technologies such as artificial intelligence. As noted
in [2], human errors are often the main cause of problems
in technology implementations, and humans are generally
considered to be the weakest link in information security.

The emergence of deepfake technology, powered by gener-
ative models like Generative Adversarial Networks (GANs),
Variational Autoencoders (VAEs), and diffusion models, has
introduced a new level of complexity in digital fraud. Deep-
fakes can generate hyper-realistic fake images, videos, and
audio, which are often indistinguishable from authentic media.
This technology has been exploited for malicious purposes,
including misinformation campaigns, impersonation fraud, and

digital identity theft, thereby raising concerns over media
authenticity and information credibility. Hoaxes and misinfor-
mation disseminated through social media further exacerbate
these risks, contributing to public distrust and manipulation.

The primary motivation behind this research is to develop
advanced AI-driven detection and prevention mechanisms to
combat these cyber threats. By leveraging state-of-the-art
machine learning models, computer vision techniques, and AI-
driven security analytics, this research aims to enhance real-
time fraud detection and strengthen digital trust. In [3], the
authors reveal that deep learning techniques outperform tra-
ditional rule-based and machine learning methods, achieving
higher detection rates with fewer false positives.

II. SOCIAL ENGINEERING ATTACKS

In the modern digitally connected world, the human factor
has become the most significant issue in terms of cyber
security vulnerability. Social engineering uses psychological
manipulation to trick people into divulging confidential in-
formation or acting in a way that compromises security. It
circumvents technical security controls by exploiting users’
underlying trust and behavioural patterns. Of these, phishing
and vishing are among the most prevalent forms of social
engineering.

A. Phishing

Phishing is a method of cyber-attack that involves sending
deceptive messages, usually emails or messages pretending to
come from trusted sources. The aim is to trick individuals into
divulging sensitive information such as usernames, passwords
and credit card details, or to install malware on their devices.

APWG, an organisation that issues regular reports on phish-
ing, said in its Q2 2024 report [4] that it had identified 877,536
phishing attacks. The trend of attacks has been stable for a
period of time. They also reported that phishing attacks via
phone calls and text messages are increasingly being used to
attack bank customers and payment service users. In figure 1,
we can see the percentage of the types of phishing attacks.

Pretexting is a social engineering technique in which the
attacker creates a false narrative to gain the victim’s trust.
He or she may pretend to be a bank employee, customer
service representative, or other important person to convince
the victim that sharing sensitive data is legitimate. According
to the authors in [5], the threat of Pretexting is rapidly
increasing due to the improving quality of generative AI.
Thanks to it, the fake story and text is constantly improving
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Fig. 1. Types of fraud in Q2 2024 according to APWG [4]

and it is becoming more and more difficult to distinguish it
from the real one. According to the authors in [6], only 25% of
the people tested out of all 382 participants were able to detect
phishing sites from legitimate ones. According to the authors
in [7], more educated people are more able to detect phishing
sites. Of all the factors contributing to the successful detection
of a phishing threat, computer education is the most important.
Several studies such as [6] and [8] claim that gender plays a
significant role in the success rate of an attack. According to
these authors, women are worse at detecting phishing threats
than men.

B. Vishing

According to the authors in [9] Vishing and smishing
attacks, or voice phishing attacks, are a type of social en-
gineering attack in which attackers use voice communication
channels, such as phone calls or text messages, to trick victims
into divulging sensitive information or performing actions that
compromise their security. Attackers often impersonate trusted
entities such as banks, government agencies or technical
support services. As the authors in [10] argue, using social
engineering techniques, they manipulate victims to divulge
personal information such as passwords, credit card numbers,
or social security numbers.

III. EXISTING SOLUTIONS FOR IMAGE GENERATION

Today’s widely used models for AI-based image generation
are Stable Diffusion, Leonardo.Ai, Adobe Firefly and DALL-
E. Stable Diffusion is a powerful tool for generating realistic
images from text input, with an emphasis on open source and
personalization. Leonardo.Ai provides intuitive tools for gen-
erating and editing visual content, supported by a wide range
of styles and outputs. Adobe Firefly, integrated into Creative
Cloud apps, focuses on making visuals legally unobjection-
able and easy to generate. DALL-E, with advanced security
mechanisms, is specific in its protection against abuse and its
ability to create original artwork. The authors in [11] state that
deepfake is a technology that uses artificial intelligence (AI)
and machine learning to create realistic multimedia content,
such as videos, images, or audio recordings, that manipulates
or falsifies reality. The term was coined by combining the
words deep learning and fake. According to the authors in
[12], given the potential misuse of deepfakes for malicious

purposes, the development of detection techniques and policies
to mitigate the harmful effects of deepfakes has become an
important area of research.

A. Stable Diffusion

Stable Diffusion is an advanced image generation model
based on the diffusion model technique, which is used to
synthesize high quality and realistic images from text inputs.
As stated by the authors in [13], this model has been developed
to provide the general public with access to a powerful
image generation tool using artificial intelligence, focusing on
efficiency, flexibility and scalability.

Stable Diffusion is also very suitable for creating hoaxes.
Since it can be run locally, the model has no limitations and
it is possible to edit photos as well. In Figure 2 we see a new
image generated based on the original one, where we tried to
make the businessman a drug addict.

Fig. 2. Converting a photo of a businessman into a drug addict

In Figure 3 we can see again the function to change the
selected part of the image. Now, for a change, to demonstrate
the possibilities of what can be done with Stable Diffusion we
have changed the businesswoman’s dress into a swimsuit.

Fig. 3. Use the function to change the selected part of an image

B. Leonardo.Ai

Leonardo.Ai is an advanced platform that uses artificial
intelligence to generate high-quality images and videos based
on text descriptions. Users can simply enter a description and
the platform will create visual content in a variety of styles.

In Figure 4, we can see how we reworked the image by first
using the image-to-image tool to dress a particular woman in
a formal dress, and then using the canvas editing tool to do the
rest of the background. Leonardo.Ai contains several models.
The generation of specific elements into the canvas does not
always work as expected. For example, it can very easily mess
up a hand or generate an object so that it doesn’t fit into the
background.
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Fig. 4. Photo editing with tools in Leonardo.Ai

C. Adobe Firefly

Adobe Firefly is an AI-powered content generation tool
developed by Adobe that is integrated into their creative
applications such as Photoshop, Illustrator and Adobe Express.
It was designed to support the creative process of users by
allowing them to generate and edit visual content with simple
text input or with visual demos. We also tried to edit the face
with AI and do various dirt and a finely grown beard but
Firefly can’t keep the same face and add details. Every time
we tried to edit the face or do detail it generated a face of a
completely different person. This is the drawback of Adobe
Firefly’s artificial intelligence tools

D. DALL·E

DALL-E is an artificial intelligence model developed by
OpenAI that generates images based on textual descriptions.
The name "DALL-E" is a combination of the name of the
artist Salvador Dali and the robot WALL-E, referring to the
fusion of the art and technology worlds. When we tried to edit
different photos, DALL-E never generated a real photo for us.
It would always generate a completely different face in an
artistic style even after being tasked to generate a real person
without the artistic style. DALL-E has high protection against
misuse for illegal activities and therefore DALL-E cannot be
used for generating hoaxes.

IV. FUTURE RESEARCH

In future research, we plan to focus on the development
and training of advanced machine learning models capable
of detecting manipulated or artificially generated content.
Specifically, the goal is to create a detection system that can
determine whether a given audio recording is authentic or
synthetically generated, and similarly, whether an image is
real or AI-generated. This will involve the use of deep learning
techniques in the fields of audio forensics and computer vision,
leveraging large datasets of both genuine and fake samples.
The resulting models will aim to combat deepfakes and other
forms of digital deception.

V. CONCLUSION

The rapid advancement of digital technologies has brought
unprecedented security challenges, with phishing, vishing,
hoaxes, and deepfake technologies emerging as significant
threats. These attacks exploit both human vulnerabilities and
AI-driven automation, eroding trust in digital spaces and
endangering individuals, organizations, and national security.
The increasing sophistication of phishing and vishing, en-
abled by AI, makes traditional security measures insufficient,
highlighting the need for advanced detection and prevention
mechanisms.

Deepfake technology, powered by generative models like
GANs and diffusion models, has escalated the risks of mis-
information, identity fraud, and media manipulation. The
widespread availability of AI-based image generation tools,
such as Stable Diffusion and Leonardo.Ai, raises concerns
about their potential misuse for hoaxes and digital fraud. As
noted in [14], hoax news has long been a problem for society
that is quite worrying because receiving hoax news can change
a person’s point of view to something that is not good, the
impact of which is detrimental to many individuals and groups
of people. While security measures like metadata analysis and
forensic detection have been proposed, continuous innovation
in AI-driven detection is crucial to counter these evolving
threats.

To mitigate these risks, this research emphasizes AI-
enhanced cybersecurity solutions that integrate machine learn-
ing, computer vision, and fraud analytics to detect and prevent
cyber threats in real time. A combination of technological
innovation, policy interventions, and user education is vital to
strengthening digital trust and ensuring a more secure cyber
environment.
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Abstract— The electricity market has become volatile in recent 

years due to increased renewable energy and geopolitical tensions. 

This paper reviews existing research on electricity price 

forecasting, examining key methods such as deep learning, hybrid 

models, and probabilistic approaches. It also explores various 

market modeling tools, including PyPSA, Plexos, and 

OSeMOSYS, assessing their capabilities in market modeling. The 

study also examines the accessibility of electricity market data 

from various sources and outlines future research directions, 

particularly the integration of machine learning with energy 

market models. 

 

Keywords—Electricity market, Market modeling, Neural 

networks, Price forecasting, Renewable energy   

I. INTRODUCTION 

The electricity market has experienced increased volatility, 

primarily driven by the growth of renewable energy sources 

like solar, wind, etc. The COVID-19 pandemic and the war in 

Ukraine have also contributed to this instability. Oil prices have 

become more unpredictable as Europe relies on LNG delivered 

via tankers. This shift in energy dynamics has further amplified 

price fluctuations, making it more challenging for market 

participants to predict electricity costs accurately. These factors 

have made electricity pricing more uncertain, requiring new 

forecasting and market modeling approaches. 

Electricity prices in Europe are calculated using the 

Euphemia algorithm. This algorithm has been developed to 

solve the optimization problem of coupling day-ahead markets 

(DAMs) participating in Price Coupling of Regions (PCR) 

region [1]. Each bidding zone submits its demand and supply 

bids. Orders are divided into hourly, complex, block orders, and 

specifically for Italy merit and Prezzo Unico Nazionale (PUN) 

orders. Euphemia considers network representation and also 

finds optimal solutions for the maximization of social welfare, 

it works with intercom constraints, line ramping, balance 

constraints, tariffs, losses, and net position ramping. The output 

of Euphemia provides prices and net positions for bidding 

zones and flows per interconnection. 

This paper presents an overview of existing research, 

explores tools for the future direction of our study, and shows 

the accessibility of relevant data through multiple providers. 

II. ANALYSIS OF CURRENT STATUS 

1) Literature Review 

When searching the Web of Science database for 

publications related to electricity price prediction, we found 

1629 publications added since 2015 [2]. The most productive 

year for publications is 2024, which shows rising interest in this 

topic. In this chapter, we look closely at the most cited 

publications. In TABLE I, we present the most cited 

publications on electricity price prediction published since 

2015. 

In [3], the authors summarized the progress of probabilistic 

energy forecasting, focusing on Global Energy Forecasting 

Competition. The main contribution of this article for us is the 

summary of methods top teams use to forecast solar power, 

wind power, load, and electricity prices. The goal in load 

forecasting was to predict the hourly load quantiles for a US 

utility on an ongoing basis. Team <Tololo=, ranking first in 
forecasting load, used quantile regression and generalized 

additive models in the referenced paper. Their approach 

involved a probabilistic temperature forecast for the medium-

term and 800 scenarios for the short-term forecast. The aim of 

forecasting electricity prices was to predict the probabilistic 

distribution (in quantiles) of electricity prices for one zone for 

the next 24 hours. The data provided for the forecast included 

hourly information such as the locational marginal price, zonal 

load forecasts, and system load forecasts. The winning team, 

<Tololo=, created a solution based on quantile regression and 

generalized additive models. They pre-processed spikes for 

TABLE I 

MOST CITED PUBLICATIONS WITH TOPIC ELECTRICITY PRICE PREDICTION 

Ref. Key Benefits 
Journal 

Quartile 
Cited* 

[4] Probabilistic forecasting, quantile 

regression, ensemble models, load and 

price prediction, wind and solar 

forecasting 

Q1 650 

[5] Deep learning, DNN, LSTM, GRU, CNN, 

feature selection, sMAPE evaluation 

Q1 409 

[6] Review, bibliometric analysis, 

probabilistic methods, forecast 

uncertainty, methodological guidelines 

Q1 378 

[8] P2P trading, decentralized markets, 

energy management 

Q1 394 

[7] Electricity price forecasting, economic 

impact, closed-loop forecasting 

Q2 313 

[9] High-resolution load forecasting, ANN, 

Bayesian regularization, adaptive training, 

15-minute intervals 

Q1 294 

[11] Hybrid models, wavelet transform, 

ARMA, extreme learning machine, 

market volatility, risk management 

Q1 299 

*Times Cited in all Databases from Web of Science 
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some models and used Machine Learning Polynomial 

aggregation. The goal in the case of wind was to predict wind 

power generation 24 hours ahead for 10 wind farms in 

Australia. The best solution from team <kPower=, used 
nonparametric Gradient Boosting Machines (GBM) organized 

in two layers. 

Overfitting was prevented using cross-validation. The input 

variables included wind speed and direction at 10 and 100 

meters. The probabilistic solar power forecast task was similar 

to the wind forecast, which predicted solar power generation 24 

hours ahead for three solar power plants in a region of 

Australia. Team <Gang-gang= used nonparametric forecasting 
models Gradient Boosting and k-Nearest Neighbors. Cross-

validation was used to prevent overfitting. This research shows 

the importance of probabilistic approaches and data-driven 

modeling and helps us navigate in energy markets. 

Authors in the publication [4] proposed 4 deep learning 

models for electricity price prediction in Belgium’s day ahead 
market. These are Deep Neural Network (DNN), Long-Short 

Term Memory Deep Neural Network (LSTM-DNN), 

Convolutional Neural Network (CNN) and Graded Recurrent 

Unit Deep Neural Network (GRU-DNN). Input for those 

models included past prices of electricity, day-ahead load 

forecast and generation from transmission operators in Belgium 

and France, and external data such as temperature, gas, and coal 

prices. Symmetric mean absolute percentage error (sMAPE) 

was chosen as the key metric for evaluation. Proposed models 

were compared to 23 forecasting methods, traditional statistical 

approaches, and machine learning models. In this order, results 

demonstrated 3 deep learning models (DNN, LSTM-DNN and 

GRU-DNN). Models with deeper architecture were better at 

capturing relationships. This research highlights the 

effectiveness of deep learning in electricity price prediction and 

helps in terms of model creation.  

A comprehensive review article [5] highlights rising interest 

in electricity price prediction. It provides guidelines for 

properly using methods, measures, and tests when creating 

forecasting models. Bibliometric analysis shows development 

over the years and used methods for this topic. In the third 

section, the authors introduced probabilistic forecasts and four 

approaches to their construction: historical simulation, 

distribution-based probabilistic forecasts, bootstrapped 

prediction intervals, and Quantile Regression Averaging. Point 

forecast does not consider the rising uncertainty of future 

prices, generation, or load. Probabilistic forecasting shows 

possible future scenarios and their likelihood, recognizing the 

uncertainty. Another review article [6] highlighted energy 

forecasting as a rapidly evolving field and pointed out that 

future research should prioritize closed-loop forecasting and 

predictions should be able to reflect the economic impact of 

forecast errors. 

Authors in [7] proposed a novel peer-to-peer (P2P) energy 

market platform that introduces a multiclass energy 

management framework to differentiate energy based on 

attributes like source (e.g., renewable, local). This approach 

allows prosumers to value energy based on financial, social, 

and environmental factors. The authors demonstrate the 

platform's effectiveness on the IEEE European Low Voltage 

Test Feeder, showing its ability to coordinate trading. Finally, 

future research could use tools from cooperative game-theory 

to create fair profit-sharing to encourage prosumer 

collaboration.  

In [8], the authors proposed a forecasting model for day-

ahead electricity usage of buildings per 15 minutes. This 

approach is well-suited for the recent change in the formation 

of electricity prices from hour intervals to 15 minutes intervals 

[9]. The most important predictors for electricity consumption 

were selected using variable importance analysis. The model 

used in this study is based on an Artificial Neural Network 

(ANN) with a Bayesian regularization algorithm. The model’s 
performance was evaluated using data from a commercial 

building complex. The study examined how training data size 

and different training methods, static, accumulative, and sliding 

window, affect accuracy, showing the benefits of adaptive 

training in dynamic conditions. This research is beneficial for 

electricity price prediction due to its focus on high-resolution 

(15-minute) load predictions, and future work could use crucial 

parameters for electricity price forecasts. 

Article [10] introduced a hybrid electricity price forecasting 

model combining wavelet transform, optimized kernel extreme 

learning machine (KELM), and autoregressive moving average 

(ARMA)  to address the complex features of electricity prices, 

enabling it to handle the complex nature of electricity prices 

through a multi-faceted approach, leading to more accurate 

forecasts compared to statistical approaches, which are limited 

to capture market volatility and non-linear patterns. Better 

accuracy is crucial for traders, providers, and retailers to make 

better decisions and manage risk in energy markets.  

These articles offer a strong background in electricity price 

prediction, guiding future research directions by highlighting 

the need for advanced methodologies to capture market 

complexities. 

B. Recent work 

In this chapter, we review recent contributions related to 

electricity price forecasting. We have curated a selection of 

noteworthy articles to illuminate the emerging trends and 

innovative approaches in the recent direction of electricity price 

forecasting. Articles were selected using the Web of Science 

search, refining results to show publications from 2024 and 

2025, and excluding research articles. In TABLE II we present 

articles with key benefits of their research for our future work. 

Authors in [11] proposed a new method based on the 

Threshold Select Machine (TSM) and Conditional Time Series 

Generative Adversarial Network (CTSGAN). CTSGAN learns 

complex temporal dependencies and generates various 

electricity price scenarios. TSM is a control mechanism that 

adjusts the input noise threshold to the CTSGAN and 

introduces weather factors to raise accuracy, fine-tune the 

prediction, and meet the needed reliability of nominal coverage 

probability. Combined TSM-CTSGAN outperformed the 

separated model CTSGAN. The downside of this model is the 

architecture of 5 deep networks, which is time-consuming to 

train, and the model does not respond to fluctuations caused by 

emergencies. The authors compared the model effectiveness of 

their solution against established models, Bootstrap, LUBE, 

and Quantile Regression, and outperformed them.  

Article [12] presents the L-NBeatsX, a novel interpretable 

probabilistic prediction model for electricity prices to deal with 

prediction stability and poor interpretability. L-NBeatsX 

integrates NBeatsX with LassoNet, enhancing interpretability 

and precision by selecting influential features. Skip 
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connections improve robustness, whereas the instability 

correction factor in the loss function lends more suppleness for 

a better probability prediction. Validation over four electricity 

markets suggests that the model is effective, demonstrating 

improved accuracy and reliability for decision-making. 

Authors in [13] developed a hybrid model EAT that 

combines Empirical Mode Decomposition (EMD), 

Autoregressive Integrated Moving Average (ARIMA), and 

Temporal Convolutional Network (TCN), to forecast short-

range electricity prices. In this work, EMD decomposes the 

price data, ARIMA is used to predict low-frequency trends, and 

TCN is used to forecast high-frequency fluctuations. The model 

obtained better results than other competitors, with an increase 

in MAPE values 13.36-42.35% greater than what the most 

important benchmark methods achieved. Its accuracy, 

combined with the ability to withstand extreme values and 

convergence speed, makes EAT a great solution for electricity 

market participants. 

Publication [14] proposed a mixed-frequency forecasting 

system that combines data resampling, feature selection, 

feature importance calculation, and machine learning 

forecasting. The system analyzes the dynamic influence of four 

weather conditions in Belgium: temperature, humidity, wind 

gusts, and wind speed. The forecasting performance of the 

models is assessed as the root mean square error (RMSE), mean 

absolute error (MAE), sMAPE. Humidity is the most important 

feature in price prediction compared to temperature, wind 

gusts, and wind speed. Overall, the factors of humidity and 

wind gusts can improve predictions.  

 

Models proposed in articles offer valuable insights for future 

research by improving forecast stability, integrating external 

factors like weather, and leveraging hybrid approaches.  

C. Tools modeling energy market  

In our research, we want to test the benefits of tools for 

modeling electricity markets, forecasting prices, and 

optimizing system operations, such as Plexos, PyPSA-Eur and 

OSeMOSYS in our future solutions. PyPSA-Eur [15] is an 

open-access model dataset representing the European energy 

system at the transmission network level, encompassing the 

entire ENTSO-E region. It includes data on both demand and 

supply across all energy sectors. This can aid in the 

development of pricing models for electric pricing research. 

Plexos [16] is a comprehensive simulation and optimization 

software used for modeling energy systems supporting 

electricity and gas markets, with advanced capabilities for 

market price forecasting, capacity expansion, and dispatch 

modeling, making it a valuable tool for energy system analysis. 

OSeMOSYS [17] is an open-source modeling system used on 

various scales for long-term energy planning and integrated 

assessment. The framework is available in Python for detailed 

power system analysis. These tools are used in the commercial 

and academic sector, studying new integrations and future 

scenarios in the energy market. 

III. DATA AND ANALYSIS   

Electricity market data in Europe is increasingly accessible 

due to the European Union's promotion of transparency. In this 

chapter, we describe the main data providers fitted for our 

future research. EPEX SPOT [18] provides real-time and 

historical electricity price data for the power spot market, 

including intraday and day-ahead markets. Energy Charts [19], 

operated by the Fraunhofer Institute, offers free access to data 

on electricity production and prices and provides API service 

for easy access. Montel [20] delivers in-depth market analysis 

and price forecasts, with some data available for free or through 

an academic license. ENTSO-E Transparency Platform [21] 

provides free access to pan-European electricity system data, 

including generation, load, and cross-border flows. The JAO 

Publication Tool [22] provides cross-border electricity trading, 

allocation constraints, and other market data. It manages 

capacity allocation and congestion data within the European 

electricity market. In addition to these major data providers, 

many local platforms, such as OKTE [23] in Slovakia, offer 

access to country-specific electricity market data. This variety 

of sources ensures multiple possibilities for obtaining market 

information, supporting comprehensive analysis and research. 

Data provided by Energy Charts API service were analyzed 

for number of negative values of electricity prices in Germany. 

Over the years, the count of negative values has rising trend. 

Although 2022 has the lowest count of negative price 

occurrences equal to 70, 2023 and 2024 have encountered rapid 

rise, reaching 300 and 457 negative prices. In TABLE III 

cumulative count of negative prices are presented over the 

years 2015 to 2024.  

Renewable sources of energy are responsible for this market 

behavior. Renewable energy sources drive this market 

behavior. The installed capacity of solar and wind power in 

Germany continues to grow. A Capture Rate (CR) analysis was 

conducted to evaluate the economic performance of these 

power plants. The calculation of the CR requires determining 

the Capture Price (CP) presenting average price at which solar 

or wind power plants sell electricity. CR, represented as a 

percentage, demonstrates effectiveness of solar or wind power 

plants in capturing market value. The formulas for CP and CR 

are: 

 �� = �āý�þ �ÿÿÿĀþÿ�āý�þ �ÿāþĀý āĀ �þÿýý��ý�ý� ��āþþýÿþ  (€/MWh)     (1) 

TABLE II 

RECENT SELECTED PUBLICATIONS RESEARCHING ELECTRICITY PRICE 

PREDICTION 

Ref. Key Benefits 
Journal 

Quartile 
Cited* 

[12] Learns temporal dependencies, generates 

price scenarios, integrates weather 

factors, outperforms Bootstrap; LUBE; 

Quantile Regression, TSM-CTSGAN 

Q1 5 

[13] Selects key features, improves 

interpretability, enhances prediction 

stability, robust skip connections, 

adaptable probability forecasting, 

L-NBeatsX 

Q1 0 

[14] Decomposes price data, captures 

low/high-frequency trends, withstands 

extreme values, fast convergence, EMD-

ARIMA-TCN 

Q1 8 

[15] Analyzes weather impact, ranks feature 

importance, humidity as key factor, 

Mixed-Frequency Forecasting System 

Q1 1 

*Times Cited in all Databases from Web of Science 

TABLE III 

CUMULATIVE COUNT OF NEGATIVE PRICE OCCURRENCES 

Year 15 16 17 18 19 20 21 22 23 24 

Count* 110 97 147 133 211 298 139 70 300 457 

*Cumulative count of negative prices 
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�� = ���ÿÿ��āÿ ���ýÿý ���ýÿ āĀ �þÿýý��ý�ý� ∗ 100%        (2) 

The results displayed in Fig. 1 indicate a decreasing trend in 

the CR values of Solar over the. For Wind Offshore production, 

green dotted trend line demonstrates more stable CR over the 

years analyzed. and Wind Onshore CR demonstrates a slight 

downward trend. This analysis provides valuable insights of 

renewable integration, guiding policies to enhance market 

stability and investment conditions. 

IV. FUTURE WORK 

Our research aims to advance the use of neural networks and 

machine learning for electricity market predictions, focusing on 

forecasting solar and wind generation. Convolutional neural 

networks (CNNs) will be investigated on their applicability for 

wind generation forecasting based on Copernicus weather data, 

evaluating their accuracy and reliability compared to 

conventional methods. 

Building upon prior research, electricity price prediction 

models will be benchmarked against existing methodologies, 

evaluating their accuracy and robustness. While neural 

networks will play a key role in our study, our objective is also 

to analyze the usability of PLEXOS for electricity market 

modeling, particularly in the context of price forecasting and 

market optimization. 

A critical challenge in our research is the lack of publicly 

available plant-level production data, which complicates the 

development of a stack model needed for optimization solution 

like Euphemia. To overcome this, we will use hourly country-

level production data, cross-border transmission capacities, and 

gas prices to create deep neural network model with aim to 

calculate net export/import positions between bidding zones. 

This approach avoids plant-level data modeling by using 

aggregated national generation and gas price-driven cost 

assumptions. 

Our work will contribute to a deeper understanding of AI-

driven forecasting methods while assessing the potential of 

optimization-based approaches for electricity price prediction. 
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Abstract—This article explores the integration of machine
learning approaches within Software Defined Networking to
address complex challenges in network optimization and man-
agement. Machine learning offers significant potential to enhance
SDN by providing models capable of realtime decision mak-
ing and adaptation. This work introduces key ML methods,
including reinforcement learning and graph neural networks,
and their application to dynamic routing, traffic prediction, and
anomaly detection in SDN environments. By integrating ML
with SDN, this article highlights improved scalability, reduced
computational overhead, and the ability to predict and respond
to changing network conditions dynamically.

Keywords—Machine learning, Quality of Service, Reinforce-
ment learning, routing optimization, SDN

I. INTRODUCTION

Software Defined Networking (SDN) represents a revolu-

tionary change in modern networking, offering centralized

control, programmability, and flexibility to manage complex

network infrastructures. As the demand for efficient traffic

management and dynamic resource allocation grows, tradi-

tional SDN management approaches face limitations when

dealing with diverse and fastly changing network conditions.

Machine learning (ML) has proven to be a powerful tool

in addressing these challenges, enabling intelligent decision

making through models that learn from network behavior.

ML techniques, such as supervised learning, unsupervised

learning, and reinforcement learning, bring a new dimension to

SDN by automating essential functions like traffic prediction,

anomaly detection, and routing optimization. These techniques

can adapt to dynamic environments, predict network trends,

and optimize resource usage, all while reducing manual in-

tervention. For example, ML models can predict network

congestion, optimize routing paths in real time, and maintain

compliance with Quality of Service (QoS) standards even

under changing traffic conditions.

By combining ML with SDN, networks become more

efficient and better suited to manage operations that require

minimal delay. The deployment of ML algorithms in SDN

settings continues to face significant obstacles with respect to

scalability, interoperability, and practical applicability of ML

algorithms in SDN environments. The use of advanced ML

models enables SDN to reach automated intelligence levels

that create intelligent network solutions which can adapt more

effectively.

This article explores the reasearch done on role of ML in

SDN and reviews existing methods and insights into future

directions for advancing ML enhanced SDN architectures.

II. MACHINE LEARNING MEETS SOFTWARE-DEFINED

NETWORKING

Machine learning methodologies, as well as their combined

applications with Artificial Intelligence, are becoming more

common, in integration with SDN, to execute intelligent

network management, enhance performance, and identify or

detect anomalies. Italian researchers present significant ad-

vancements in federated learning efficiency through their use

of Software Defined Networking in their study [1]. Federated

learning is a decentralized ML framework where models learn

from data stored on multiple devices or servers by exchanging

model updates instead of raw data. Each device trains a local

model on its data and shares updates, such as weights or

parameters, with a central server, which then combines these

updates to improve a global model.

The study demonstrates that integrating SDN into federated

learning reduces training loss metrics by approximately half

the time required compared to environments without SDN

support. It proposes a communication architecture optimized

for federated learning processes, improving training times

without sacrificing performance. This advancement addresses

key challenges in next generation network infrastructures.

Furthermore, publication [2] explores how ML technolo-

gies are applied to networking, such as traffic prediction,

routing optimization, network performance monitoring, and

cybersecurity. It also highlights the challenges and potential

future opportunities in this field. A significant advantage of

ML in networking is its ability to solve essential problems,

including classification, regression, clustering, and rule ex-

traction. These methods support automated decision making

and network optimization, which are crucial for managing

increasing traffic demands and the growing complexity of

network infrastructure.

For instance, classification helps in sorting data, such as

detecting different types of network attacks, while regres-

sion predicts values like upcoming bandwidth requirements.

Clustering identifies patterns by grouping similar data points,

and rule extraction identifies statistical relationships within

network datasets. These capabilities create networks that can

adapt to current demands while operating more efficiently.

A. Network traffic prediction

Authors of the paper [3] focus on enhancing QoS aware

routing in SDN by proposing a modified version of the LARAC
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Fig. 1: Average path delay, along with the required flow’s

delay constraints [3]

(Lagrangian Relaxation-based Aggregated Cost) algorithm,

named MODLARAC. The study proposes solutions for creating

delay sensitive and cost efficient network paths within SDN

environments for applications that need strict QoS guaranteed

streaming, gaming and critical procedures such as telesurgery.

LARAC is a heuristic algorithm designed to solve the

Delay Constrained Least Cost (DCLC) problem, which is a

wellknown optimization problem in networking. The goal of

LARAC is to find the most cost effective path in a network

while satisfying specific delay constraints. This makes it

especially relevant for QoS routing in SDN.

The results of this study demonstrate that these methods

offer significant advantages compared to traditional methods,

particularly in reducing costs in SDN networks and addressing

QoS requirements for multimedia applications. The paper

also highlights practical implementations, such as experi-

ments using a realistic ISP network topology. These strategies

showed that MODLARAC reduces runtime by 20% compared

to LARAC and BiLAD, while only slightly increasing path

cost by 3% and delay by 7% and ensuring compliance with

QoS requirements. MODLARAC demonstrates efficiency and

scalability which makes it appropriate for modern SDN use

cases while the paper suggests future improvements through

additional metrics to optimize computational overhead and

accuracy.

B. Efficient routing approaches

Study [4] focused on machine learning and predictive algo-

rithms in network routing processes. The researcher focuses

on the application of ML and predictive algorithms to solve

the Travelling Salesman Problem (TSP) which refers to the

problem of a traveling salesman. The problem involves op-

timizing the route to visit each location exactly once while

minimizing the total distance. Mentioned study shows signifi-

cant advancements in solving of the TSP problem, especially

in environments requiring fast and scalable solutions, since

it explored two promising heuristic algorithms: Ant Colony

Optimization (ACO) and Q-Learning, what is a reinforcement

learning algorithm.

By using the reinforcement learning and graph neural

networks, these methods achieve comparable solution quality

to traditional algorithms while drastically reducing the cal-

culation time by 75% in some cases. This combination of

accuracy and efficiency makes machine learning a practical

alternative for applications used in real scenarios. Furthermore,

the importance of solving the optimization problems in large

scale networks, highlights the adaptability of these methods.

However, the study does not directly address SDN, it demon-

strates methods, such as reinforcement learning for dynamic

optimization and graph neural networks for complex structure

representation, shows strong potential for improving routing

and planning in SDN environments.

C. Security concepts in SDN

The topic of security is also an important aspect to consider,

and the authors of the paper [5] evaluate exactly the use of

ML techniques for enhancing security in SDN. The study

highlights how the centralized nature of SDN, while intro-

ducing programmability and efficient network management,

brings vulnerabilities that attackers can use.

The paper emphasizes how effective can ML Intrusion

Detection Systems (IDS) be in detecting anomalies and unau-

thorized access by learning patterns in network traffic. The

authors evaluate four ML algorithms: Support Vector Machine

(SVM), Naive Bayes, Decision Tree, and Logistic Regression,

in a simulated environment using a dataset created from a

DDoS attack scenario. SVM performed the best, achieving

an accuracy of 97.5%, followed by Decision Tree and Naive

Bayes with over 96% accuracy, while Logistic Regression was

slightly behind. The evaluation includes metrics such as preci-

sion, sensitivity, specificity, and F1-score, which demonstrate

the strong performance of ML algorithms in distinguishing

between attack and normal traffic. The authors conclude by

emphasizing the potential of ML for IDS in SDN and suggest

future work to evaluate the scalability of control platforms

with ML integration for real applications.

III. FUTURE STEPS AND RESEARCH PERSPECTIVE

Machine learning mechanisms for monitoring and evalu-

ating network performance parameters present a promising

approach to managing modern infrastructures effectively. This

approach, appears to be a promising investigation during for

future of this research.

Parameters, such as bandwidth, delay, packet loss, can be

analyzed to identify potential problems and predict future

needs, with the help of machine learning and graph neural

networks. Such a dynamic approach would potentially enable

networks to adapt to changing conditions, enhancing both reli-

ability and efficiency while ensuring the seamless operation of

all services and applications, and therefore fullfil the purpose

of the research.
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Abstract— Dielectric properties of transformer oils can be 

improved through nano-functionalization, which could help 

reduce streamers and improve breakdown voltage. TiO¢, SiO¢, 
Al¢O£, and ferrite materials are nanoparticles employed to derive 
electrical discharges in oil, the survey in each of these 

nanoparticles added to the oil. The streamer behavior and 
dispersion stability are characterized using high-speed camera 

and electrical measurements. Nanoparticles could enhance the 

reliability and performance of insulating media for high voltage 

applications as the results show. 
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I. INTRODUCTION 

Transformer oils are very important for electrical and 

cooling of high voltage equipment. Their dielectric properties, 

however, can be significantly altered by electrical discharges, 

in particular streamer propagation, which may contribute to the 

electrical breakdown and failure of insulation properties. As a 

result, there is a growing need for more reliable and efficient 

insulating media, and therefore there is a strong motivation to 

identify innovative approaches to improve the dielectric 

performance of transformer oils [1]. 

A promising approach is the modification of transformer oils 

using nanoparticles. Studies show that nano-functionalized 

transformer oils can modify the basic mechanisms of streamer 

propagation thereby inhibiting their development and 

increasing the breakdown voltage of the insulating medium. 

Although oxide-based nanoparticles (e.g. TiO¢, SiO¢, Al¢O£) 
have been extensively investigated, ferrite nanoparticles 

represent an exciting option because of their unique magnetic 

and dielectric properties. Even more effective streaming 

suppression than regarded for common nanofluids might be 

supplied by these properties for ferrite-based nanofluids [1] [2].  

The focus of this research is the investigation of streamer 

development and its behavior in transformer oils. Though 

numerous studies have been performed for nanofluids, this 

research specifically investigates how streamer propagation 

and dielectric breakdown may be modified with the addition of 

ferrite-based nanofluids. A key aspect of this study is the use of 

a high-speed camera as a primary diagnostic tool to examine 

how the introduced nanofluid influences the velocity and 

spread of streamers. 

II. THE STATE OF THE ART WITH FOCUS ON STREAMER 

INVESTIGATION  

In the study of streamers, we have decided to use a high-

speed camera as the primary observation method. This choice 

is motivated by the ability of this technology to provide detailed 
visual information on the dynamics of streamers in real-time, 

allowing for the analysis of their shape, velocity, and 

propagation mechanisms. Unlike electrical methods, which 

provide indirect quantitative analysis of current pulses, or 

optical emission spectroscopy (OES), which focuses on the 

chemical composition of discharges, a high-speed camera 

allows for direct visual representation and comparative analysis 

of streamers in different insulating media.  

This method captures the various phases of streamer 

development, from initiation to collapse, offering a unique 

insight into their branching and decay mechanisms. The main 

disadvantage is significant financial constraints. Compared to 

electrical measurement techniques, which rely on relatively 

cost-effective sensors for current and voltage detection, high-

speed imaging systems require specialized optics, high-

resolution sensors, and advanced data processing capabilities, 

making them considerably more expensive [11]. Additionally, 

the need for sophisticated synchronization systems and 
powerful illumination sources, such as laser or pulsed light 

setups, further increases the operational costs [20]. As a result, 

high-speed cameras are often used in conjunction with 

electrical measurement methods to balance cost-efficiency and 

data comprehensiveness in streamer research. 

Although high-speed imaging provides a powerful tool for 

visualizing streamer behavior, electrical measurement 

techniques remain essential for quantifying streamer 

parameters. Partial discharge (PD) analysis is widely used to 

detect and evaluate streamer activity by analyzing the electrical 

signals emitted during discharge events. Studies [3] employed 

phase-resolved PD (PRPD) patterns to study streamer 

branching and breakdown initiation under AC voltage 

conditions, providing valuable insights into the electrical 

behavior of streamers [3]. Similarly, [4] combined electrical 

pulse measurements with acoustic emission techniques, which 

allowed for a more comprehensive understanding of the 
mechanical and electrical interactions within the discharge 

process [4]. Additionally, [5] developed a wide-band partial 

discharge measurement system, enabling the generation of 

PRPD diagrams, which provide statistical information on 

streamer formation under different voltage conditions [5]. 

A high-speed camera is one of several methods for visually 

analyzing streamers in transformer oils. Approach by [7] 
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enables their evolution to be recorded with extremely high 

temporal resolution, in the range of microseconds to 

nanoseconds. Its applications are broad it enables the study of 

streamer propagation, classification of different types of 

streamers based on their visual characteristics such as shape, 

length, and light emission intensity, and precise determination 

of their propagation velocity in various dielectric liquids [7]. 

Additionally, this method allows for the observation of the 

influence of nanoparticles on streamer development, as well as 

their interaction with the surrounding medium in various 
experimental setups with varying electric fields, temperatures, 

or oil moisture levels [6] [7]. 

Compared to other methods, a high-speed camera provides a 

unique experimental approach that facilitates not only the 

identification of fundamental streamer mechanisms but also 

their detailed comparison in different insulating fluids. Its 

ability to visually and temporally analyze streamer 

development with high precision makes it an indispensable tool 

for the study of streamers in nanofluid-based transformer oils. 

However, its high-precision ability to visually and 

temporally analyze streamer development makes it an essential 

tool for studying streamers in nanofluid-based transformer oils. 

A. CCD camera (Charge-Coupled Device) 

This type of camera uses a CCD sensor to detect light, 

converting light signals into electrical charges. These cameras 

provide medium temporal resolution, typically in the range of 

milliseconds, and are suitable for analyzing slower processes or 

obtaining high-quality images under sufficient lighting. CCD 
cameras are used for observing dynamic phenomena where 

extreme temporal precision is not required, but high image 

resolution is still needed. In the study [6], CCD cameras were 

used to analyze streamer propagation along insulation surfaces, 

providing detailed information about the behavior of streamers 

under various conditions. Fig. 1-2 captured by CCD camera 

illustrates typical positive streamers observed in both non-

uniform and semi-uniform fields under varying applied 

voltages. The images capture the final state of the streamer after 

each impulse shot, clearly showing that streamers originate 

from the needle tip, where the electric field is at its highest, and 

predominantly propagate towards the opposing plane electrode 

[6]. 

 

 
Fig. 1. CCD photos of positive streamers under different voltage levels 24-

28kV, d=10 mm, rp=10 µm [6]. 

 
Fig. 2. CCD photos of positive streamers under different voltage levels 31-

34kV, d=10 mm, L=8 mm, rp=10 µ m. [6]. 

 

B. ICCD cameras (Intensified Charge-Coupled Device) 

ICCD cameras usually combine a CCD sensor with a photon 

intensifier that amplifies weak light signals before detection. 

This approach allows for capturing very faint light emissions, 

which is particularly important when studying fast and weak 
phenomena, such as streamers in dielectric fluids. ICCD 

cameras provide high temporal resolution, in the range of 

nanoseconds to microseconds, enabling the capture of very fast 

events that would otherwise be undetectable with standard 

cameras. These cameras are ideal for observing fast and weak 

light phenomena, such as streamers in transformer oil or nano-

liquids. ICCD cameras allow for detailed observation of 

streamer dynamics, including their development and 

interactions with the surrounding environment. In the study [7], 

ICCD cameras were used to capture the morphology of 

streamers in pure transformer oil and nano-liquids, providing 

valuable insights into their shape and behavior under different 

conditions. The optical characteristics of the streamer in an 

electrode-plane system within transformer oil were captured 

using an ICCD camera. The formation and propagation of both 

positive and negative polarity streamers under applied voltages 

of 18 kV, 20 kV, and 22 kV are clearly depicted in the images 
presented in Fig. 3. The ICCD camera was externally triggered 

by the discharge current, with an exposure time of 10 μs, 
allowing for the complete recording of the partial discharge 

process [7]. 

 

 
Fig. 3. ICCD photos of streamers under different voltage levels [7]. 
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III. IMPACT ON STREAMER PROPAGATION 

A. Nanofluid nature and properties 

Streamer propagation in dielectric liquids, such as 

transformer oil, is a complex process that depends on several 

factors. The presence of nanoparticles in the liquid, particularly 

in hybrid nanofluids containing TiO2, plays a key role in 

influencing the dynamics of streamer propagation [8] [19].  

According to the study by [8], the presence of TiO2 

nanoparticles in oil leads to the formation of local charge 

clusters, which deform the electric field, subsequently resulting 

in slower streamer propagation. This effect has been observed 

particularly in experiments with hybrid nanofluids, where the 

propagation velocity of streamers slowed down compared to 

pure oil [8]. 

Another important factor affecting streamer propagation is 

the size and distribution of nanoparticles. In the study by [9], it 

is stated that smaller nanoparticles can better trap electrons, 

which slows down streamer propagation. These particles 

increase the electron trap density in the fluid, affecting the 

ionization rate and the dynamics of charge propagation in the 

streamer channel. Particle dispersion in the liquid is also crucial, 

as homogeneous dispersion contributes to more stable and 

slower streamer propagation, whereas improper dispersion or 

clumping of particles may accelerate propagation due to 

localized increased electric fields [9]. 

Fig. 4 which [10] obtained during the research, provide 

representative examples of positive streamers in pure oil and 

nanofluids during their propagation. In all tested oil samples, 

the positive streamers exhibit a filamentary structure. However, 

compared to those in pure oil, streamers in nanofluids appear 

thicker and more branched. Additionally, under the same 

camera trigger delay, the length of positive streamers in pure 

oil is noticeably greater than in nanofluids [10]. 

 

 
Fig. 4. Positive streamer pattern in pure oil and nanofluids. (a) Pure oil, (b) 

Fe3O4 nanofluid, (c) TiO2 nanofluid and (d) Al2O3 nanofluid [10]. 

 

B. Electric field impact  

Equally important is the influence of the electric field on the 

velocity of streamer propagation. Higher electric field intensity 

accelerates streamer propagation because it increases the 

energy carried by the charges [11] [12]. The presence of 

nanoparticles in nanofluids can reduce the electric field ahead 

of the streamer, thus slowing down its propagation. In systems 

with hybrid nanofluids, a synergistic effect is observed where 

the combination of different types of nanoparticles leads to 

increased polarizability, causing more intense deformation of 

the electric field and further slowing of streamer propagation. 

This effect is emphasized in the study by [12], which shows 

that in the case of TiO2 nanoparticles, the streamer propagation 

velocity decreases due to stronger electric field influences, 

which affect the speed and stability of streamer growth [12]. 

In the study by [7], the effect of the permittivity of different 

nanoparticles (Al¢O£, TiO¢, Fe£O¤) on the electric field was 
examined. The findings revealed that the maximum electric 

field around the nanoparticles could be up to 2.87 times higher 

than the original field [7]. This local enhancement may affect 

ionization processes in the oil and alter streamer trajectories. 

Similarly, [13] analyzed the movement of charged particles in 

the electric field and demonstrated that polarized nanoparticles 

can deform the field in their vicinity, thereby influencing the 

transport of electrons and positive ions in the dielectric liquid. 

This effect leads to a slowing down of streamers and their 

possible branching [13]. 

The research conducted by [14] focused on the interaction 

between streamers and the surrounding electric field and 

particles. Simulations indicated that nanofluids containing 

Fe£O¤ and TiO¢ exhibit significant electric field distortion, 
resulting in lower streamer velocity and denser branching 

compared to pure oil [14]. 

In the experiment by [15], it was observed that the electric 

field intensity ahead of the streamer front directly influences its 

speed and structure, with higher field intensity increasing 

ionization and leading to faster streamer propagation [15]. 

Finally, numerical modeling by [16] demonstrated that 

polarized nanoparticles cause localized enhancement of the 

electric field, leading to increased charge density and 

interactions with streamers. This phenomenon could be crucial 

for improving the insulating properties of transformer oil 

enhanced with nanoparticles [16]. 

 

C. Temperature impact 

Temperature has a significant effect on the viscosity and 

ionization properties of dielectric liquids. Higher temperature 

reduces the viscosity of the liquid, allowing charges to move 

more quickly and thus accelerating the propagation of 

streamers [17]. However, higher temperatures also increase the 

ionization ability of the liquid, which can affect the stability of 
the streamers. According to the study [18], the presence of 

nanoparticles in oil increases its breakdown strength at various 

temperatures, indicating an improvement in the insulating 

properties of the oil at higher temperatures. In this way, 

temperature not only affects the propagation speed of streamers 

but also the insulating ability of the liquid, which can be crucial 

for the efficiency of transformers under varying operating 

conditions [18]. 

Temperature is crucial factor influencing streamer 

propagation in dielectric liquids, particularly in nanofluids. 

Increasing temperature can accelerate streamer propagation but 

also improve the insulation properties of the oil. Therefore, it is 

important to examine the optimal temperature conditions to 

improve the performance and stability of electrical equipment, 

such as transformers. These findings are supported by the 

results of studies showing that temperature plays a key role in 

processes affecting streamer propagation and insulating 
properties of oils [17] [18]. 
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IV. CONCLUSION 

This study focused on selecting the appropriate method for 

investigating streamers in transformer oil and analyzing the 

impact of nanofluids on their propagation. High-speed cameras 

were identified as the optimal experimental technique for 

visualizing streamer dynamics, allowing for detailed analysis 

of their shape, velocity, and propagation mechanisms in real-

time. The selection of the right camera type is crucial, as 

different technologies provide varying temporal and spatial 

accuracy. Among the available options, CCD and ICCD, the 

ICCD camera was identified as the most suitable for this study. 

Due to its ability to amplify weak light signals, it enables the 
recording of very fast and faint light emissions during streamer 

propagation, providing a more precise analysis of their 

behavior. 

The results demonstrated that nanofluids significantly 

influence streamer propagation in transformer oil. The presence 

of nanoparticles, particularly TiO¢, Al¢O£, and hybrid ferrite 
materials, slows down streamer development by modifying the 

electric field distribution and enhancing electron trapping. The 

research confirmed that homogeneous dispersion of 

nanoparticles contributes to more stable and slower streamer 

propagation, whereas inhomogeneous dispersion may intensify 

local electric fields and accelerate propagation. 

In addition to the impact of nanofluids, the role of the electric 

field, temperature, and applied voltage on streamer propagation 

was also examined. Increasing electric field intensity and 

voltage accelerates streamer growth, while higher temperatures 

affect the viscosity of the oil and ionization processes, 

influencing streamer stability. These factors emphasize the 
complexity of physical phenomena affecting the insulating 

properties of transformer oils. 

The findings confirm that the application of nanofluids 

presents a promising approach to improving the dielectric 

properties of transformer oils. Future research should focus on 

optimizing nanoparticle concentration, investigating long-term 

stability, and evaluating the influence of various operational 

conditions on the reliability and performance of insulating 

systems. Moreover, selecting the most suitable method for 

streamer observation particularly the use of ICCD cameras can 

significantly enhance the accuracy of experimental 

measurements and provide deeper insights into streamer 

propagation mechanisms in nano-functionalized transformer 

oils. 

 

A. Research methods 

Based on the acquired knowledge, I have decided to use a 

high-speed camera as the primary method for visualizing 

streamer dynamics in my research. The ICCD camera has been 

identified as the most suitable choice due to its ability to 

amplify weak light signals and capture rapid processes with 

high temporal precision. However, the final selection of the 

camera will depend on the availability of technical and 

financial resources. Since the necessary high-speed imaging 

equipment is not locally available, the experimental part of the 

research will be carried out abroad within the framework of an 

approved Erasmus+ mobility program. The partner institution 

provides suitable technical facilities and expertise for 

conducting high-speed diagnostics of streamer propagation, 

ensuring the feasibility of the planned measurements. using a 

high-speed camera requires access to a specialized 

experimental setup. Since the necessary equipment is not 

locally available, it is essential to perform the research abroad, 

where suitable technical conditions for conducting the 

measurements are accessible.  

However, the initial experiments will be conducted in 

collaboration with the Slovak Academy of Sciences (SAV) in 

their laboratories, focusing on the preparation of nanoparticles, 

measurement of the dielectric properties of the oil, stability 

analysis of nanofluid, basic electrical breakdown tests. 

 

B. Materials 

In my experiments, I will investigate the influence of ferrite-

based nanoparticles, such as Fe£O¤, and carbon-based 

nanoparticles, such as fluorinated nanodiamonds, as potential 

alternatives to commonly studied oxide nanoparticles like TiO¢, 
Al¢O£, and SiO¢. These materials exhibit unique magnetic, 
dielectric, and environmentally friendly properties, which may 

significantly impact streamer dynamics and the breakdown 

voltage of transformer oil. 

Additionally, I will evaluate their behavior in different 

types of insulating liquids, including natural ester-based fluids 

and conventional mineral transformer oils with well-defined 

dielectric and thermal properties. These liquids will be 

selected based on their chemical composition, viscosity, and 

dielectric strength to assess how nanoparticles interact with 

different fluid environments. Ferrite-based and carbon-based 

nanomaterials are considered more environmentally 

sustainable due to their lower toxicity and recyclability 

compared to commonly used metal oxide nanoparticles. Ester-

based fluids offer additional ecological advantages, as they are 

biodegradable and present a lower environmental impact than 
traditional mineral oils. 

C. Research objectives  

 Ensuring the reproducibility of results and eliminating 

the influence of external factors. 

 Changing the geometric shape of the electrode, which 

can significantly affect the intensity and distribution 

of the electric field, subsequently alters the conditions 

for streamer initiation and propagation. 

 Using a thermal imaging camera to eliminate the 

impact of oil overheating on experimental results. 

 Investigating how varying nanofluid concentrations 

affect streamer velocity, branching, and overall 

discharge stability. 

 Analyzing the branching velocity of streamers and 

their interaction with nanofluids. 

 Identifying the mechanisms through which 

nanoparticles influence the propagation and 
development of streamers in transformer oil. 
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Abstract—Electromagnetic and nuclear radiation pollution 

pose significant risks to  human health. To address this issue, 

magnetic nanomaterials have been investigated for their shielding 

potential in distinct form: textile-based materials embedded with 

magnetic nanoparticles. This study explores the comparative 

shielding effectiveness of this approach. Magnetic textile 

composites, modified with Fe£O¤ nanoparticles, exhibit promising 
protective properties against charged radiation (alpha and beta 

particles) and electromagnetic interference (EMI), frequency-

dependent absorption and reflection of electromagnetic fields, 

making them suitable for shielding electronic components. 

Experimental analysis of magnetic susceptibility before and after 

irradiation revealed that textile system experience degradation in 

magnetic properties due to radiation-induced structural changes. 

This study provides insights into the application of magnetic 

nanomaterials in radiation-resistant textiles, offering  flexible and 

adaptable solution for shielding against multiple types of 

radiation. 

 
Keywords—Electromagnetic absorption, magnetic shielding, 

magnetic textiles, radiation protection. 

 

I. INTRODUCTION 

Electromagnetic and nuclear radiation pollution pose 

significant risks to both human health and technological 

systems. The increasing exposure to ionizing and non-ionizing 

radiation necessitates the development of advanced shielding 

materials to mitigate these hazards [1]. Traditional shielding 

methods, including lead-based materials and metal coatings, 

provide effective radiation protection; however, they present 

several drawbacks, such as high density, toxicity, and limited 

flexibility. As a result, alternative materials, particularly 

textiles embedded with functional nanomaterials, have gained 

attention due to their lightweight nature, adaptability, and 

improved protective capabilities [2].  

Among various nanomaterials, magnetic nanoparticles, 

particularly iron oxides (magnetite (Fe£O¤) and maghemite 

(gama-Fe2O3)), have demonstrated significant potential in 

radiation shielding applications. These nanoparticles exhibit 

unique magnetic properties, such as high saturation 

magnetization and frequency-dependent absorption of 

electromagnetic waves, which make them suitable for 

mitigating electromagnetic interference (EMI) [3]. 

Furthermore, textile-based composites modified with magnetic 

nanoparticles offer a flexible and adaptable shielding solution, 

making them ideal for wearable radiation protection or 

electronic component shielding [4]. Compared to conventional 

metal-based shielding materials, magnetic textiles provide a 

balance between protection, weight reduction, and 

breathability, making them more practical for various 

applications, including healthcare, aerospace, and military 

defense [5].  

By investigating the magnetic behavior and structural 

integrity of Fe£O¤-modified textiles, this study aims to enhance 

the understanding of their potential applications in radiation 

shielding and to develop strategies for improving their long-

term durability and effectiveness. The integration of such 

innovative materials into everyday protective equipment could 

revolutionize the field of radiation shielding, making protection 

more accessible and practical across diverse industries. 

 

II. MATERIALS AND METHODS 

2.1 Magnetic Textile Composites 

 

     FeSO4·7H2O (Penta, Czech Republic), Na2CO3·10H2O 
(Lachema, Czech Republic). Technical felt TTN (composition: 

80% wool, 20% viscose; thickness: 3 mm; density: 0.36 g/cm3) 

was from Brněnská továrna plstí, s.r.o., Brno, Czech Republic. 

 

Magnetic modification of felt 

     Felt was magnetically modified using modified direct 

microwave assisted procedure [6]. Felt was cut to obtain square 

pieces (6x6 cm), which were then immersed in excess of 20% 

ferrous sulfate solution for one hour. The modified textile 

pieces were dried at laboratory temperature for 24 hours and 

then they were individually put into 250 mL of 10% sodium 
carbonate solution in one liter beaker and treated in a standard 

domestic oven (700 W, 2 450 MHz) for 15 min. Then the black 

colored textile pieces were repeatedly washed with water and 

dried at laboratory temperature. The amount of magnetic iron 

oxide bound to textile was measured as a difference of textile 

mass before and after treatment. 

 
Tex琀椀le number Mass before 

treatment [g] 
Mass a昀琀er 

treatment [g] 
Di昀昀erence [g] 

1 4,095 4,291 0,196 

2 3,897 4,062 0,165 

3 3,837 3,947 0,110 

4 3,607 3,712 0,105 

5 3,552 3,721 0,169 
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Figure 1. Examples of native felt, felt modified with 20% ferrous sulfate 

solution and magnetic iron oxide particles modified felt (from left to right). 

 

2.2 Measurement Techniques 

 

    The magnetic susceptibility was measured by a commercial 

susceptometer (IMEGO, DynoMag, SE), working at laboratory 

temperature and frequencies from 1 Hz up to 250 kHz, with a 
volume susceptibility resolution of 4 × 10⁻⁷. The amplitude of 

the excitation field was 0.5 mT. 

 

   Irradiation was carried out on an electron accelerator M-30 

microtron of the Institute of Electron Physics, certified for 

radiation research, figure 2. The M-30 parameters allow one to 

smoothly regulate accelerated nuclear particles9 energy in the 
range of 1325 MeV with mono energy of 0.02% and a beam 

current value of up to 50 μA. Conditions for nuclear irradiation 

of samples were as follows: irradiation was carried out in the 

air, at room temperature; the irradiation flux density was 3.1 
1011  el. (cm-2 sec-1) and not lead to heating of the irradiated 

samples. Irradiation field homogeneity was more than 80%; 

irradiated procedure was carried three times with doses of 53 

kGy, 100 kGy and 163 kGy. The total time of samples 

irradiation was 40 min.  The contribution of associated 

photoneutrons and bremsstrahlung gamma radiation was 

monitored and did not exceed 5%. The energy of the 18.5 MeV 

particles provided the same irradiation conditions for the entire, 

as the shadow effects were virtually absent.  

 

 
Figure 2. Scheme of the radiation experiment (1) electron accelerator the M-30 

microtron: (2) and (3) irradiation field shaper, (4) is Faraday cylinder, (5) the 

scanner, (6) sample container, (7) the M-30 control and registration panel.  

 

   At electron energies above 10 MeV, the maximum energy 

they give to recoil atoms structure of nanomagnetic textured 

samples exceeds 104 eV, which leads to cascades of atomic 

displacements, which can also be caused by fast neutrons and 

heavy charged particles. In this case, the irradiated samples 

have the local disordered regions with significant damage to the 

structure of molecules and formations of isolated groups of 

ionized/excited molecular segments and their structural 

complexes, 8spurs9, where the primary acts of magnetic 

interaction and order of the structure can occur. 

 

III. RESULTS AND DISCUSSION 

The magnetic susceptibility (�) of the samples was measured 

in the frequency range from 1 Hz to 250 kHz. A wide frequency 

range was covered to understand how magnetic susceptibility 

depends on frequency. This is particularly important for 

analyzing nanoparticles, whose behavior can change 

significantly at high frequencies. Radiation exposure causes 

defect formation that affects magnetic properties.  

 

 
Figure 3. Magnetic susceptibility (Technical felt +FeSO4+Na2CO3) (textile 

number 1: 0,196g of magnetic nanoparticles per 1 textile square): a: before 

radiation; b: after irradiation with dose of 53 kGy; c: after irradiation with dose 

of 100 kGy; d: after irradiation with dose of 163 kGy. 

 

   At low frequencies (1 Hz): High susceptibility is expected, as 

the magnetic moments of the particles can "follow" changes in 

the field. At high frequencies (250 kHz): Susceptibility may 

decrease due to dynamic effects (Néel or Brownian relaxation), 
especially if the nanoparticles are small. 

 

 
Figure 4. Magnetic susceptibility (Technical felt +FeSO4+Na2CO3) (textile 

number 1: 0,196g of magnetic nanoparticles per 1 textile square): a: before 

radiation; b: after irradiation with dose of 53 kGy; c: after irradiation with dose 

of 100 kGy; d: after irradiation with dose of 163 kGy. 
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    Magnetic textiles demonstrated effective attenuation of EMI, 

with a notable reduction in susceptibility following radiation 

exposure. This degradation was attributed to defect formation 

and the disruption of magnetic domains within the textile 

matrix. Despite these changes, the fabrics retained a degree of 

shielding efficiency against charged particle radiation, 

suggesting potential for application in protective garments.  

    Radiation increases the number of defects (e.g., vacancies 
and interstitial atoms), disrupting the alignment of magnetic 

domains. These defects reduce the material's overall 

susceptibility to an external magnetic field. If the modifying 

agent (e.g., magnetic iron oxide) is damaged or altered by 

radiation, it also affects the magnetic properties.  

 
This material could be useful as an additional layer in a 

multilayer protective suit, providing protection against 

secondary radiation effects (e.g., thermal impact or charge 

decay).  

     It can be integrated into protective cloaks for: 

• Shielding against charged particles: Protection from 

alpha and beta particles. 

• Antistatic effect: Due to its magnetic properties, the 

material can reduce the accumulation of electric 

charges. 

IV. CONCLUSIONS 

This study highlights the complementary roles of magnetic 

textiles in shielding against electromagnetic and nuclear 

radiation.  The material can protect against charged particles 

(alpha and beta radiation) since the magnetic field affects their 

trajectory.  

Applications: 

• An additional layer in multilayer protection, reducing 

secondary radiation effects (thermal impact, charge 

accumulation). 

• Shielding charged particles, for example, in spacesuits 

or laboratory protective suits.  

• Antistatic coating - to prevent the accumulation of 

electric charge. 

    While materials experience degradation under radiation 

exposure, their distinct mechanisms offer potential for hybrid 

protective solutions. Future work will focus on optimizing 

material compositions and exploring their applications in 

wearable protective gear and shielding for sensitive electronics. 
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Abstract—This paper presents a comprehensive analysis of
multiple machine learning approaches for astrophysical image
analysis, focusing on two critical tasks: meteor detection and
segmentation of coronal holes and active regions. For me-
teor detection, the performance of HIC-YOLOv5, YOLO-NAS,
DETR, and Faster R-CNN is evaluated to improve accuracy and
robustness. In the case of solar image segmentation, YOLOv8-
Seg and Pix2Pix are assessed against SCSS-Net to determine
their effectiveness in identifying solar structures. The results
provide insights into each approach, offering guidance for future
applications in astronomical data analysis.

Keywords—Astrophysics, Convolutional Neural Network, Im-
age Segmentation, Object Detection, Pix2Pix, YOLO

I. INTRODUCTION

Machine learning plays a crucial role in processing obser-
vational data in astronomy, particularly in image analysis. A
key challenge in these fields is the detection and segmen-
tation of celestial and atmospheric phenomena, where deep
learning techniques have significantly improved accuracy and
efficiency. This study focuses on two critical tasks: meteor
detection and segmentation of coronal holes and active regions.

Meteor detection is essential for understanding atmospheric
and space phenomena, with applications in meteor shower
tracking and near-Earth object studies. Previous work [1]
utilized YOLOv5 for detecting meteors in images captured
by Slovak AMOS cameras [2]. However, challenges remain
in detecting small, fast moving objects with high precision.
To address this, we evaluate multiple object detection models,
namely HIC-YOLOv5, YOLO-NAS, DETR, and Faster R-
CNN, each offering different advantages in terms of accuracy,
speed, and robustness against false positives. By comparing
these architectures, we aim to refine detection methods and
improve overall reliability.

Segmentation of coronal holes and active regions is another
crucial task, impacting space weather forecasting and solar
activity analysis. Coronal holes, vast regions of open magnetic
field lines, contribute to high-speed solar wind streams that
influence Earth’s magnetosphere. Active regions, characterized
by strong magnetic fields, are linked to solar flares and
coronal mass ejections [3]. While previous study successfully
employed SCSS-Net [4] for coronal hole segmentation, alter-
native deep learning models such as YOLOv8-Seg and Pix2Pix
are explored in this study. Their performance is assessed
against SCSS-Net to determine their suitability for solar image
segmentation.

By advancing meteor detection techniques and evaluating
new segmentation models for coronal holes and active regions,
this research aims to improve the accuracy and automation
of astronomical image analysis. These findings contribute to
more efficient data processing in observational astronomy,
supporting both meteor tracking and solar activity studies.

II. PRELIMINARY RESULTS

As previously discussed, various machine learning ap-
proaches were selected. Therefore, the following section is
dedicated to revisiting these approaches and the associated
data.

A. Detection of meteors

This study utilizes a dataset of video frames captured by
AMOS cameras in Slovakia. It includes 241 images containing
249 meteors and 35 satellites, annotated with bounding boxes
for supervised learning. The dataset originates from the Slovak
Video Meteor Network (SVMN), which produces around 40
000 frames annually, many of which contain false positives,
primarily satellites. To ensure high-quality training data, only
verified meteor detections were included.

Building on prior research [1], this study investigates the
performance of several deep learning models to enhance
detection accuracy and efficiency.

The dataset remained consistent with the previous study,
ensuring a fair comparison. To improve detection performance,
we implemented and trained four deep learning models: HIC-
YOLOv5, YOLO-NAS, DETR, and Faster R-CNN. Each
model was selected based on its potential to refine small-object
detection, a critical factor in meteor identification. The training
dataset consisted of annotated meteor and satellite images
captured by AMOS cameras, following the same annotation
format as in the study [1].

• HIC-YOLOv5: A modified version of YOLOv5 designed
to improve small-object detection by optimizing network
architecture for higher resolution input images [5].

• YOLO-NAS: A neural architecture search (NAS)-
optimized model that dynamically adapts its structure to
enhance both accuracy and inference speed [6].

• Faster R-CNN: A region-based convolutional neural net-
work known for its precision, leveraging a region pro-
posal network (RPN) to localize objects before classifi-
cation [7].
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• DETR: A transformer-based object detection model that
eliminates the need for RPN, leveraging self-attention
mechanisms to detect objects across an image [8].

The dataset remained consistent with the previous study,
ensuring a fair comparison. Each model demonstrated unique
strengths and weaknesses. Faster R-CNN achieved the highest
precision and recall, making it the most effective model for
meteor detection. However, its complex architecture requires
significant computational resources. HIC-YOLOv5, while less
accurate, was the fastest and most efficient in terms of resource
usage. YOLO-NAS balanced speed and accuracy but showed
reduced reliability in certain scenarios. DETR provided the
most precise bounding box placements and high detection re-
liability but struggled with scenes containing multiple meteors.

Faster R-CNN performed best in detecting meteors, achiev-
ing 96.5% precision and 98.4% recall. However, satellite
detection was less reliable across all models, with lower recall
and precision scores. Overall, model performance was strong,
but false positives and detection confidence thresholds remain
areas for further optimization.

Overall, Faster R-CNN outperformed YOLOv5, achieving
higher precision and recall while reducing false detections.
YOLO-NAS offered a balanced trade-off between speed and
accuracy, while DETR excelled in precision under ideal con-
ditions but struggled with multiple meteors.

B. Segmentation of coronal holes and active regions

The coronal hole is a dark area on the solar disk, appearing
as an irregular circle or oval, often several times the size
of Earth. Active regions are temporary areas with a stronger
magnetic field than their surroundings, affecting space weather
and Earth’s environment [3].

This study uses extreme ultraviolet (EUV) images from
the SOHO satellite’s Extreme Ultraviolet Imaging Telescope
(EIT), with 195Å images for coronal holes and 171Å for active
regions. Annotations from prior studies [4], [9] were used to
train and evaluate models.

To improve segmentation of these solar structures, we
evaluated two deep learning approaches: YOLOv8-Seg and
Pix2Pix.

Evaluation of YOLOv8-Seg [10] model for mentioned solar
structures showed that performance is far from optimal. For
coronal holes, it achieved a Dice score of 0.59, significantly
lower than SCSS-Net’s 0.88. In the case of active regions,
YOLOv8 demonstrated even greater limitations, highlighting
the complexity of accurately segmenting these structures.

Pix2Pix [11] was also tested and demonstrated better per-
formance than YOLOv8, particularly in coronal hole segmen-
tation. It achieved an average Dice score of 0.75 and an IoU of
0.65. The model exhibited strong generalization capabilities,
successfully identifying coronal holes even with incomplete
annotations. However, despite these improvements, Pix2Pix
did not surpass SCSS-Net, which remained the most effective
model for this task. The Fig. 1 shows the segmentation of
coronal holes by Pix2Pix.

Active region segmentation posed a greater challenge due
to the high variability in the data. The model performance
remained limited, with average Dice and IoU scores of 0.41
and 0.27, respectively.

For improved evaluation, a visualization technique was em-
ployed, overlaying predicted segmentation masks onto original

Fig. 1. Segmentation of coronal holes using Pix2Pix. From the left side, input
solar images are displayed, then predicted coronal hole masks generated by
Pix2Pix, and finally input images overlaid with the predicted coronal hole
boundaries are displayed.

images. This facilitated a more detailed analysis of segmenta-
tion accuracy and common error patterns. Nevertheless, neither
Pix2Pix nor YOLOv8 matched the performance of SCSS-Net.

These findings reinforce the effectiveness of SCSS-Net
for coronal hole segmentation and its relative advantage in
active region detection. While Pix2Pix demonstrated potential,
particularly for coronal holes, further optimization would be
required to achieve competitive results.

III. CONCLUSION

In this study, we focused on analyzing observational im-
age data, particularly in the domains of meteor detection
and solar structure segmentation. By applying deep learning
architectures, we aimed to refine the methods for detecting
meteors and segmenting coronal holes and active regions. This
research builds upon our previous work and is conducted in
collaboration with experts in the physical domain to enhance
the processing and analysis of scientific data.

Convolutional neural networks have proven indispensable in
our work for detecting and segmenting objects in astronomical
images. These models, including YOLO-based architectures,
are essential for identifying small and fast-moving objects like
meteors as well as complex solar structures. The challenges of
detecting small objects and segmenting intricate solar features
are compounded by data limitations and variability, making
the optimization of deep learning models crucial for success.

Our main motivation is to develop robust solutions for the
detection and segmentation tasks associated with meteor iden-
tification and solar feature analysis. To achieve this, we focus
on improving model quality by exploring various detection
architectures and enhancing the ability to handle small-object
detection in dynamic conditions. We also emphasize com-
bining different approaches to optimize results, ensuring the
development of more accurate and reliable models. Ultimately,
the goal is to improve the quality and efficiency of automated
astronomical data analysis, contributing to better insights into
atmospheric and solar phenomena.

Future research for meteor detection could focus on opti-
mizing detection models and extending them to multi-class
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classification. Expanding classification capabilities could im-
prove model adaptability and provide a more comprehensive
analysis of atmospheric and astronomical phenomena.

In case of segmentation, future research could focus on
improving segmentation models for active regions and coronal
holes and exploring new GAN-based architectures. Investigat-
ing alternative generative models could lead to more precise
and robust segmentation, enhancing the accuracy of space
weather forecasting and solar activity analysis.
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Abstract—Plastic waste is a major environmental problem 

nowadays. Biodegradable materials (e.g. thermoplastic starch) 

are being developed to replace synthetic plastics. The effect of 

varying component ratio on the structure and thermal properties 

of TPS/lignin blends was analyzed using wide-angle X-ray 

scattering (WAXS), differential scanning calorimetry (DSC) and 

thermogravimetric analysis (TGA). The results showed that the 

addition of lignin affects the structure of TPS in blends. The 

effect of lignin was observed at its contents of 10% and higher, 

indicating that lignin limits the mobility of starch chains and 

increases thermal stability of TPS/lignin blends. 

 

Keywords—thermal stability, thermoplastic starch, lignin, 

wide-angle X-ray scattering, differential scanning calorimetry, 

thermogravimetric analysis 

I. INTRODUCTION 

In today's society, plastic materials are an essential part of 

our daily lives. As a result, the increasing amount of plastic 

waste and its insufficient recycling are major environmental 

problems. One possible solution lies in replacing fossil-fuel 

plastic materials with biodegradable ones. Thermoplastic 

starch (TPS) represents an environmentally friendly 

alternative to conventional plastics due to its biodegradability 

and renewability [1]. However, its mechanical properties 

(especially low mechanical strength), resistance to water and 

water vapor, and especially the recrystallisation 

(retrogradation) process, are often limiting factors for its 

wider use in industrial applications [2]. One solution to 

improve these properties is e.g. blending TPS with other 

(biodegradable) polymer(s) and formation of TPS-based 

(nano)composites [1][2][3]. In this work, lignin was used to 

improve TPS properties. Lignin is a natural biodegradable 

polymer found in plant biomass. It has high stiffness, good 

adhesive, hydrophobic and thermal properties, which can 

improve strength, hydrophilicity, (thermal) stability and 

barrier properties of TPS-based materials [4][5]. 

This work focuses on the investigation of the effect of 

different lignin contents on the structure and properties of 

TPS/lignin blends. Experimental methods such as wide-angle 

X-ray Scattering (WAXS), differential scanning calorimetry 

(DSC) and thermogravimetric analysis (TGA) provide 

information about structure and relaxation transitions in 

starch-based materials. 

This work aimed to optimize lignin content to achieve the 

best possible balance between mechanical properties, thermal 

stability and degradability of the resulting material. 

II. SAMPLES AND PREPARATION 

The studied blends were prepared at the Polymer Institute 

of the Slovak Academy of Sciences in Bratislava. The lignin 

content in the samples was 0%, 3%, 5%, 10%, 15% and 20% 

and respective samples were denoted TPS, TPS3, TPS5, 

TPS10, TPS15 and TPS20. All measurements were performed 

2 months after sample preparation. 

III. EXPERIMENTAL METHODS 

A. Wide-angle X-ray scattering (WAXS) 

X-ray diffractograms were detected on Anton Paar 

XRDynamics 500, was operated at a voltage of 40.1 kV and a 

current of 50 mA. Cu Kα X-rays with a wavelength of 

λ=0.154 nm were used. The sample and the detector were 

rotated at 2.5°/min and 5°/min, respectively. The method 

theta-2theta was used for WAXS measurements. 

B. Differential scanning calorimetry (DSC) 

DSC measurements were performed on a Mettler Toledo 

DSC-1 instrument equipped with Huber TC100 cooling 

system. Temperature measurements ran from -80 °C to 350 °C 
with the heating rate of 10 °C/min under nitrogen gas flow. 

About approx. 10 mg of the samples were encapsulated in 

40 μl aluminum pans. 

C. Thermogravimetric analysis (TGA) 

TGA measurements were performed on a Netzsch STA 449 

F1 Jupiter instrument. The temperature range of the TGA 

measurements was 25-600 °C with a heating rate of 10 °C/min 
in an air atmosphere with a flow rate of 50 ml/min. The 

sample weight for analysis was approximately 20 mg and 

samples were placed in a 25 μl corundum plate. 

IV. RESULTS AND DISCUSSION 

A. WAXS measurements 

Fig. 1 shows X-ray diffractograms of the TPS and 

TPS/lignin blends with different lignin contents. It should be 

mentioned that TPS immediately after its preparation is an 

amorphous material. Several maxima at 7.7°, 13.4°, 17.4°, 
20.7°, and 22.7° 2theta can be observed in the diffractograms. 
The maxima at 7.7°, 13.4° and 20.7° 2theta correspond to 
starch crystalline regions of VH-type [6] which are formed by 

the rearrangement of simple helices of amylose linear chains 

of starch in a very short time after TPS preparation [7]. The 
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maxima at 17.4° and 22.7° 2theta correspond to the starch 
crystalline regions of B-type [6]. The B-type crystalline 

regions consist of double helices of both polymers in starch –
linear amylose and branched amylopectin chains. These 

crystalline regions are formed in TPS during storage [7]. 

 

Fig. 1  WAXS diffractogram of the studied samples 

Diffractograms for the studied samples differ in the intensity 

of the shoulder in the range of 15°-20° 2theta (gray area in the 
graph). This shoulder reflects the structure of lignin, which 

gives a distinct amorphous maximum at about 18° 2theta [5]. 

B. DSC measurements 

In this work, the DSC method was used to determine the 

relaxation transitions in the samples, namely glass transition 

(Tg) and melt temperature (Tm), although most of the available 

DSC results are inconsistent and sometimes inaccurate. This is 

due to the multiple phase transformations that starch 

undergoes during heating as well as the instability of the water 

molecules entrapped in the starch structure [8]. 

Fig. 2 shows the temperature dependence of the heat flow 

(∆HF) of the samples. All samples show a similar trend, while 

differing in the intensity of individual thermal transitions. No 

significant changes are observed in the temperature range 

from -70 °C to 150 °C. The decreasing part of the curves 
indicates endothermic processes (samples absorb heat). Glass 

transitions are expected to occur in this region, causing the 

change of the curve slope, however, in the obtained results 

they cannot be detected due to the insufficient sensitivity of 

the DSC [8][9]. 

 

Fig. 2  DSC thermogram of the studied samples 

The pronounced endothermic maximum observed at 

approximately 292 °C is related to the thermal decomposition 

of starch, which is observed at approximately the same 

temperature for all samples. At this temperature, thermal 

decomposition of the glycosidic bonds occurs and low 

molecular weight products or other volatile substances are 

formed [9][10]. 

C. TGA measurements 

The thermal degradation (pyrolysis) and heat resistance of 

the starch-based samples with different lignin contents were 

investigated by TGA analysis and the graphical representation 

of the results is shown in Fig. 3a). The maxima of thermal 

degradation in specific phases were evaluated from the local 

maxima of the first derivative of the thermogravimetric curve 

(DTG) shown in Fig. 3b). Three phases of thermal 

degradation were detected (gray areas in Fig. 3a) and 3b)). All 

samples were thermally stable (i.e. their mass did not change) 

up to a temperature of about 80 °C, with this limit shifting to 
slightly higher temperatures with an increasing lignin content. 

The mass of pure TPS was unchanged up to 76 °C, while the 
TPS20 samples were unchanged up to 85 °C. 

 

 

Fig. 3  Temperature dependences of TGA a) and derivative (DTG) b) curves 

of the studied samples 

The first phase of thermal degradation peaked in all 

samples at approximately 170 °C. Evaporation of (free or/and 
bound) water followed by glycerol probably occurred at this 

stage [9][10][11][12]. The mass of all samples was 

approximately 96.5% of their original mass. Further thermal 

degradation is observed in the temperature range from 225 °C 
to 370 °C, with the peak of the main thermal degradation of 
glycosidic chains (aliphatic groups) of starch and lignin with 
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evaporation of glycerin and water. This pyrolysis for all 

samples was observed around 298 °C [9][10][11]. At this 

temperature, a difference in the thermal stability of the 

samples can be observed. A lower mass loss was observed 

with increasing lignin content from 44% for TPS to 62% for 

TPS20. The last phase of thermal degradation took place from 

430 °C to 550 °C with peak degradation at 485 °C with 6.1%, 
6.6%, 8.8% for TPS, TPS3, TPS5, respectively. The third 

phase for TPS10, TPS15, TPS20 samples was shifted to the 

higher temperature intervals beginning around 450 °C to 
560 °C with peak degradation at 530 °C. The residual mass 
for TPS10, TPS15, TPS20 samples was 13.3%, 15.4%, and 

20.4%, respectively. This phase is associated with thermal 

degradation of lignin and other organic components (mostly 

burning of carbon) that did not decompose in the second 

phase [9][12][13]. The TPS, TPS3 and TPS5 samples do not 

show any change in their masses in the temperature interval of 

550 °C to 600 °C. These samples are totally decomposed 

exothermally to gaseous products resulting in a carbon-rich 

residue (ash), and their mass was stabilized at about 2.5% of 

the original mass [13]. It can be argued that these samples 

have managed to decompose before reaching temperature 

600 °C. Slight differences are observed for other samples, 

where even at 600 °C not all components in the blends with 

10% and more lignin content were completely degraded. The 

TPS10, TPS15 and TPS20 samples at temperature 600 °C 

showed a mass of 5.5%, 7.1% and 11% compared to the 

original mass, respectively. From these data, it can be 

concluded that as the lignin content of the samples increases, 

thermal stability of the samples increases. This is probably 

due to the fact that as the lignin content increases, the mobility 

of the starch chains decreases and the sample becomes stiffer. 

The lower the mobility of the chains, the higher the 

degradation temperature. The mobility of chains decreases 

intermolecular interactions and lowers the dissociation 

energy [12][14]. 

V. CONCLUSION 

In this work, we investigated the effect of different lignin 

contents on the structure and thermal stability of thermoplastic 

starch blends. The WAXS diffractograms revealed that the 

presence of lignin slightly facilitates the formation of 

crystalline structure in TPS. TGA analyses showed that lignin 

addition affects the thermal stability of the material especially 

at higher lignin contents (10% and more). These results imply 

that lignin reduces the mobility of starch chains. In further 

research we would like to study the influence of lignin on the 

TPS/lignin blends using methods which are sensitive to the 

changes in their structure and molecular mobility. 
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Abstract—This paper presents the Finite Control Set
Model Predictive Direct Speed Control (FCS-MPDSC) for
surface-mounted permanent magnet synchronous motor
(SM-PMSM), with a sliding mode observer (SMO) for load
torque estimation. The proposed method improves steady
state precision under all operating points, excellent dy-
namic performance and acceptable current ripples, while
maintaining simplicity and intuitive controller design. The
control algorithm is experimentally validated on a test bench
with a hardware-in-loop simulator and offers competitive
performance compared to existing solutions.
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I. INTRODUCTION

Model Predictive Control (MPC) is increasingly used

in power electronics and motor control due to its abil-

ity to predict system behaviour using a mathematical

model [1]. It optimizes control inputs via a cost func-

tion, enabling flexibility and multi-variable control in one

control loop [2]. Finite Control Set MPC (FCS-MPC) is

particularly suited for electrical drives, directly selecting

optimal switching states, offering fast dynamics and intu-

itive solution to control non-linear system [3]. However,

challenges like variable switching frequency, high current

ripples, and load torque estimation remain. This paper

introduces and experimentally verifies an FCS-MPDSC

method with a sliding mode observer (SMO) for torque

estimation [4]. This work builds upon previous simulation-

based validation of the method in [5] and the controller

sensitivity analysis conducted in [6].

II. FINITE CONTROL SET MODEL PREDICTIVE DIRECT

SPEED CONTROLLER

The control algorithm starting with the current and posi-

tion measurement, estimation of load torque, calculation of

predictions, optimization algorithm in the form of a cost

function, and lastly selection and application of optimal

actuation. The control objectives are represented in the

cost function given by (2). Speed control is represented

by the first term of a cost function, as the error between

the reference ω∗ and predicted value ωp. For maximum

torque-per-ampere ratio, current i
p
d is controlled to zero

value. Lastly, current ipq is controlled regarding the ob-

served value of load torque T̂L(k) that is converted to

current reference as i∗q , by equation 1. Weighting factors

λ1−3 have been selected by trial and error method. Con-

straints to limit maximum current were also implemented

by introducing artificial error iOC into the result of a cost

function when current vector is > Imax.

i∗q(k + 1) =
B

kt
ω(k) +

1

kt
T̂L(k + 1), (1)

J(k) =λ1(ω
∗

− ωp(k + 1))2+

+λ2(i
P
d (k + 1))2+

+λ3(i
∗

q − iPq (k + 1))2 (2)

The controller utilizes estimated values from the SMO

and measured currents in dq coordinates as inputs to

the predictive model. To implement this, the continuous

mathematical model is discretized using the Taylor Series

Expansion (TSE). The expansion order is set to Nj = 1
for current equations and Nj = 2 for the speed equation,

resulting in the discrete PMSM model:

iPd (k + 1) = a1id(k) + a2ω(k)iq(k) + a3udi(k), (3)

iPq (k + 1) = a1iq(k) + a2ω(k)id(k)− a4ω(k)+

+ a3uqi(k), (4)

ωP (k + 1) = a5ω(k) + a6iq(k) + a7T̂L(k)+

+ a8ω(k)id(k) + a9uqi(k), (5)

where load torque T̂L is obtained by SMO and udi(k),
uqi(k) are vectors of all possible actuations. The predicted

values are then used in a cost function.

III. EXPERIMENTAL RESULTS

The experimental setup consists of a two-level voltage

source inverter (2L-VSI) and a real-time hardware-in-loop

(HIL) simulator OP5600 from RT-LAB, which includes

FPGA-based computational capabilities. The primary ma-

chine under test is a synchronous motor whose parameters

are listed in Table I. This motor is loaded by an asyn-

chronous motor, which is controlled by a Siemens G120

industrial power converter.

The parameters of the controller are given in Table II. The

speed and current responses to a step change in reference

speed and application of a load torque are shown in Fig. 1.

Small speed ripples can be observed on the actual speed

ωact caused by the effect of the speed sensor. Note, that
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Fig. 1: Experimental response of the drive to speed reference n∗ = 1200RPM and load of T̂L = 2Nm.

TABLE I: Synchronous Motor Parameters TGN3-0480

Parameter Value

Nominal Power (PN ) 1162 W
Nominal Speed (nN ) 3000 RPM
Nominal Current (IN ) 2.8 A
Nominal Torque (TN ) 3.7 Nm
Pole Pairs (pp) 5

the change in steady state error is very low when applying

a load torque, demonstrating the good robustness and

performance of the controller and sliding mode observer

alike. Furthermore, heavy current ripples can be observed

on stator currents Fig. 2 and dq currents alike Fig. 1, which

is an inherent trait of model predictive control, however,

results are comparable to recent literature [7].

Fig. 2: Phase currents at speed reference n∗ = 1200 rpm

and load of T̂L = 2 Nm.

TABLE II: Controller Parameters

Parameter Value

λ1 -> weighting factor for ω 8
λ2 -> weighting factor for id 1
λ3 -> weighting factor for iq 1

IV. CONCLUSION

The experiments were conducted to experimentally ver-

ify the performance of previously simulated results of

FCS-MPDSC. The controller with an SMO load torque

observer and calculation of iq current reference makes for

a very intuitive and the simple design, directly controls

currents and speed in single control loop. The results

showed satisfactory steady-state performance, acceptable

current ripples, and excellent dynamic performance.
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Abstract—The increasing complexity and sophistication of
modern malware pose a significant challenge to traditional de-
tection methods. This paper explores the application of artificial
intelligence and machine learning techniques in malware threat
recognition. By leveraging advanced classification algorithms and
behavioral analysis, AI-driven approaches can identify previously
unseen threats and adapt to evolving attack patterns. The study
compares different machine learning models, highlighting their
effectiveness in detecting and mitigating malware infections.
Experimental results demonstrate that AI-based methods signif-
icantly improve detection accuracy and response times, offering
a more robust cybersecurity solution.
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I. INTRODUCTION

The increasing sophistication and volume of malware at-

tacks pose a significant threat to modern digital infrastructures.

Traditional malware detection techniques, such as signature-

based and heuristic analysis, have proven effective in iden-

tifying known threats but struggle against rapidly evolving

malware variants and zero-day attacks. As cybercriminals

employ advanced obfuscation and polymorphic techniques,

conventional security measures become less effective, neces-

sitating more adaptive and intelligent detection mechanisms.

In recent years, artificial intelligence (AI) and machine

learning (ML) have emerged as powerful tools in cybersecu-

rity, enabling dynamic malware recognition based on behav-

ioral analysis, anomaly detection, and predictive modeling. By

leveraging AI-driven techniques, security systems can identify

previously unseen threats, detect patterns in vast datasets, and

respond to cyber threats in real time. Despite their potential,

AI-based malware detection systems face challenges, includ-

ing adversarial attacks, dataset limitations, and interpretability

concerns.

This paper provides a comprehensive review of the current

state of AI and ML applications in malware detection. It

critically analyzes existing research, identifies key challenges,

and discusses potential future directions in the field. The

goal is to assess the effectiveness of AI-driven malware

detection and explore strategies for enhancing the robustness

and reliability of these models in real-world cybersecurity

applications.

II. LITERATURE REVIEW AND ANALYSIS

Traditional malware detection relies on signatures and

heuristics but struggles with evolving threats. AI and ML offer

adaptive solutions, improving detection accuracy. This section

reviews existing methods, compares AI-driven approaches, and

highlights key challenges in the field.

A. Traditional Malware Detection Techniques

Traditional malware detection techniques have evolved from

signature-based approaches to more sophisticated heuristic and

behavioral methods. Signature-based detection compares files

against a database of known malware signatures, making it

effective for detecting previously identified threats. However,

its reliance on predefined patterns limits its ability to identify

polymorphic or zero-day malware, which can evade detection

by modifying their structure [1].

Heuristic malware detection identifies threats by analyzing

patterns in code execution rather than relying on predefined

signatures. It examines features like Application programming

interfaces (API) calls, OpCode sequences, and control flow

graphs to detect anomalies [2]. This allows it to recognize new

and modified malware. API call analysis monitors interactions

with system libraries, flagging suspicious behavior. However,

obfuscated malware can disguise these calls, making detection

harder.

OpCode-based detection analyzes machine instructions to

find unusual execution patterns. While effective, it requires

high computational resources. Control flow graphs (CFGs)

map a program’s execution structure to detect malicious pat-

terns. Attackers, however, can modify the graph with code

reordering or junk instructions to evade detection. Despite lim-

itations, heuristic methods remain essential, especially when

combined with machine learning [2].

Behavioral malware detection identifies threats by monitor-

ing real-time execution, focusing on API calls, file changes,

and network activity instead of predefined signatures. This

makes it effective against novel malware, but attackers can

evade detection by altering behavior in controlled environ-

ments.

Dynamic tracing, often using sandboxes like Cuckoo, logs

malware actions for classification. Machine learning models,

such as Random Forests, improve detection accuracy but

require efficient feature selection to reduce computational

overhead [3].
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While these traditional techniques remain fundamental, the

increasing complexity of malware, including polymorphic and

metamorphic variants, highlights the need for more adaptive

approaches such as machine learning-based detection methods.

B. AI and ML-Based Approaches in Malware Detection

AI and ML enhance malware detection by identifying

patterns in large datasets, enabling the detection of novel and

obfuscated threats. Unlike traditional methods, ML models

learn from data, improving adaptability and accuracy. This sec-

tion explores supervised and unsupervised learning techniques,

deep learning models, and their role in modern cybersecurity.

C. Supervised Learning Models

Supervised learning models are widely used in malware

detection, leveraging labeled datasets to classify software as

malicious or benign. They learn from features like API calls,

OpCode sequences, byte n-grams, and system events, identify-

ing patterns in known malware. Common algorithms include

Decision Trees, Random Forests, Support vector machines

(SVM), and Neural Networks, achieving high accuracy [4]. In

Android malware detection, these models effectively analyze

app permissions and behavior to enhance classification [5].

Despite their strengths, supervised models struggle with

zero-day malware, as they rely on historical data and fail

to detect novel attack patterns. Their performance also de-

pends on high-quality labeled datasets, which are difficult to

obtain [4]. To improve adaptability, studies suggest hybrid

approaches, feature selection techniques, and semi-supervised

learning, which integrates labeled and unlabeled data for better

real-world detection [5].

Another challenge in supervised malware detection is select-

ing the right model. SVM excels in high-dimensional spaces

but requires careful tuning and is computationally expensive.

Naïve Bayes is efficient for large datasets but assumes feature

independence, which may not always hold. kNN is simple and

effective for small datasets but struggles with high-dimensional

features and requires optimal neighbor selection [6].

Classifier performance depends on dataset characteristics,

feature selection, and computational limits. Combining models

or optimizing feature representation can improve accuracy. Hy-

brid approaches integrating supervised learning with heuristic

or behavioral analysis help address dataset limitations and

enhance adaptability. However, reliance on labeled data and

the challenge of robust generalization remain key obstacles in

dynamic environments [6].

Supervised learning is used in network-based malware

detection, where feature selection enhances accuracy and

efficiency. Manzano et al. [7] found that reducing high-

dimensional network traffic data with PCA and Logistic Re-

gression filtering improved classification. Among tested mod-

els, Random Forest achieved the highest accuracy, highlighting

the role of feature selection in optimizing detection while

minimizing computational overhead [7].

Supervised learning models classify malware based on fea-

tures like API calls and OpCode sequences. Algorithms such

as Decision Trees, Random Forests, and SVMs achieve high

accuracy, especially in Android and network-based detection.

However, reliance on labeled data limits adaptability and

effectiveness against zero-day threats.

To mitigate these issues, researchers explore hybrid models,

feature selection, and semi-supervised learning. Feature selec-

tion, particularly in network traffic analysis, improves accuracy

and reduces computational costs. Studies show that PCA and

Logistic Regression filtering enhance model efficiency, with

Random Forest often outperforming others in network-based

detection.

Despite advancements, the need for high-quality training

data and model generalization remain major challenges. Future

research should focus on improving adaptability, integrating

multiple detection techniques, and reducing dependence on

labeled datasets to enhance scalability and accuracy.

D. Unsupervised Learning Models

Unsupervised learning has been explored in malware detec-

tion to identify anomalies without relying on labeled datasets.

Tang et al. [8] proposed an approach using hardware per-

formance counters (HPCs) to detect deviations in processor

behavior caused by malware. By analyzing execution patterns

of common applications like web browsers and Portable

Document Format (PDF) readers, they demonstrated that mal-

ware exploits introduce measurable anomalies at the hardware

level. This method effectively detects zero-day threats, but

challenges remain in minimizing false positives and evasion

tactics. Malware can be designed to mimic normal execu-

tion, reducing detection accuracy. Further research focuses

on improving anomaly detection models and integrating them

with other techniques to enhance robustness against adaptive

malware [8].

Building on the use of unsupervised learning for malware

detection, Arora et al. [9] proposed a hybrid approach that

combines both supervised and unsupervised learning to im-

prove Android malware detection. Their method integrates

static and dynamic features, analyzing both app permissions

and network traffic patterns. By applying K-Medoids clus-

tering for initial data grouping and then using K-Nearest

Neighbors (KNN) for classification, their model achieved

an accuracy of 91.98%, outperforming standalone static and

dynamic approaches. This study highlights the advantages of

combining different learning techniques to enhance detection

accuracy. While static analysis alone struggles with stealthy

malware that modifies its behavior over time, dynamic analy-

sis has limitations when dealing with offline malware. The

hybrid approach addresses these weaknesses by leveraging

both feature sets, demonstrating the effectiveness of integrating

supervised and unsupervised learning for more robust malware

detection [9].

Mahindru et al. [10] introduced SemiDroid, an unsupervised

malware detection framework that leverages feature selection

to improve classification performance. Their approach focuses

on Android malware detection by analyzing API calls and

permissions while utilizing clustering-based machine learning

models. The study applied ten distinct feature selection tech-

niques and five unsupervised learning algorithms, demonstrat-

ing that the farthest-first clustering algorithm combined with

rough set analysis achieved the highest detection rate of 98.8%.

This research highlights the importance of feature selection in

unsupervised malware detection. SemiDroid reduces feature

dimensionality to boost accuracy and efficiency, enabling

effective detection of unknown malware without relying on

labeled data. [10].
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Unsupervised learning helps detect zero-day malware by

identifying execution anomalies without labeled data. Tang et

al. (2014) used hardware performance counters for detection

but faced issues with false positives and evasion. Arora et

al. (2018) improved accuracy by clustering malware before

classification in a hybrid approach, though it still relied on

feature engineering. Mahindru et al. (2020) advanced unsuper-

vised detection with SemiDroid, optimizing feature selection

to reduce computational costs while maintaining accuracy.

This underscores the role of feature selection in generalization.

Future research should refine anomaly detection and integrate

behavioral analysis for greater robustness.

E. Combination of Supervised and Unsupervised Learning
Models

Combining supervised and unsupervised learning enhances

malware detection by leveraging the strengths of both ap-

proaches. Comar et al. [11] introduced a two-stage classifica-

tion framework for detecting zero-day malware. The first stage

employs a supervised model to classify known threats, while

the second stage applies unsupervised clustering to identify

new malware strains. This hybrid approach improves adapt-

ability and detection accuracy by addressing the limitations of

purely supervised methods, which struggle with novel threats.

The study also highlights the use of a probabilistic class-

based profiling method to refine detection performance. By

analyzing network flow characteristics at layers 3 and 4, the

framework distinguishes malicious activity from legitimate

traffic. It also employs a tree-based feature transformation

technique to mitigate data imperfections such as noise and

missing values. The results demonstrate that integrating super-

vised and unsupervised learning improves detection precision,

particularly for polymorphic and encrypted malware variants

[11].

Combining supervised and unsupervised learning offers a

more effective approach to malware detection. Supervised

models excel at identifying known threats but fail against zero-

day malware. Unsupervised methods detect unknown threats

but often generate high false positive rates. A hybrid approach

balances these strengths, improving adaptability while main-

taining accuracy.

The study by Comar et al. [11] demonstrates that integrating

both techniques enhances detection precision, especially for

polymorphic malware. However, the effectiveness of such

models depends on selecting optimal clustering techniques

and reducing computational overhead. Feature selection and

anomaly detection improvements are necessary to refine hybrid

models further. Future research should focus on optimizing

these methods while ensuring scalability and real-time appli-

cability in cybersecurity environments.

F. Deep Learning Approaches

Deep learning has significantly improved malware detec-

tion by addressing the limitations of traditional static and

dynamic analysis. Shaukat et al. (2023) proposed a novel

hybrid approach that transforms malware binaries into col-

ored images. These images are processed using convolutional

neural networks (CNNs) to extract deep features, which are

then classified using Support Vector Machines (SVMs). This

method eliminates the need for manual feature engineering,

making detection more efficient and scalable. The proposed

model achieved 99.06% accuracy on the Malimg dataset,

outperforming traditional machine learning approaches [12].

A key advantage of this approach is its ability to detect

malware across different families without requiring extensive

handcrafted features. Additionally, the study introduced data

augmentation techniques to handle class imbalance, improving

model generalization. Despite its success, deep learning-based

malware detection faces challenges. Models must be robust

against adversarial attacks, where malware is modified to

deceive classifiers. Another limitation is high computational

cost, making real-time detection more difficult. Future research

should focus on improving model efficiency and enhancing

adversarial resilience to ensure deep learning remains a viable

solution in cybersecurity [12].

Recent advancements in deep learning have significantly

improved malware detection. Vinayakumar et al. (2019) pro-

posed a hybrid malware analysis system called ScaleMalNet,

which integrates classical machine learning, deep learning,

and image processing techniques. This framework uses a two-

stage detection process. In the first stage, it applies static and

dynamic analysis to identify malicious samples. The second

stage categorizes detected malware into specific families.

ScaleMalNet demonstrated improved accuracy compared to

traditional methods by leveraging deep learning architectures

such as CNNs and autoencoders [13].

A key strength of this approach is its scalability, allowing

the integration of various data sources for continuous learning.

Additionally, the system applies self-learning techniques to

refine detection over time. However, the study also highlights

challenges, such as computational complexity and the need

for substantial training data. Future research should focus on

optimizing deep learning models for real-time detection while

addressing adversarial robustness [13].

Expanding on deep learning-based malware detection,

Rathore et al. (2018) explored the effectiveness of different

machine learning and deep learning models for identifying

malicious software. Their study compared traditional clas-

sifiers, such as Random Forest, with deep neural networks

of varying depths. Surprisingly, Random Forest outperformed

deep learning models in their experiments, achieving 99.78%

accuracy when combined with a variance threshold-based

feature reduction technique. This suggests that deep learning

models, while powerful, may be overkill for certain datasets,

particularly when feature selection is optimized [14].

The study also highlighted the limitations of deep learning

in malware detection. Complex models, such as autoencoders

and deep neural networks, suffered from overfitting and in-

creased computational costs. This reinforces the need for

careful feature selection and model tuning to ensure deep

learning methods remain practical for large-scale deployment.

Future research should explore how to improve generalization,

reduce training complexity, and integrate deep learning with

other detection techniques for a more adaptive approach [14].

Ding et al. (2017) proposed a deep learning-based malware

detection approach using Deep Belief Networks (DBNs). Their

model represents malware as opcode sequences and uses

DBNs for classification. Unlike traditional shallow models,

DBNs utilize unsupervised pretraining to extract meaningful

features from data, improving detection accuracy. The study

compared DBNs with Support Vector Machines (SVM), De-

cision Trees, and k-Nearest Neighbors (kNN), demonstrating

that DBNs outperform these conventional classifiers. Addi-
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tionally, using unlabeled data for pretraining enhanced model

performance, showcasing the potential of deep learning in

detecting unknown malware variants while reducing reliance

on labeled datasets [15].

Deep learning enhances malware detection by automating

feature extraction and improving classification accuracy. CNN-

based methods, like Shaukat et al. (2023), achieve high ac-

curacy by converting malware binaries into images. Hybrid

models, such as ScaleMalNet, further improve detection by

combining static and dynamic analysis. While scalable and

adaptable, these methods face challenges like high computa-

tional costs and adversarial attacks.

Interestingly, Rathore et al. (2018) found that traditional

models, like Random Forest, can outperform deep learning

with effective feature selection, highlighting deep learning’s

limitations in resource-constrained environments. Future re-

search should refine deep learning for real-time deployment,

improve generalization, and integrate feature selection for

better efficiency and accuracy.

G. Comparison of Machine Learning Approaches in Malware
Detection

Machine learning has advanced malware detection, with

each approach offering strengths and limitations. Supervised

learning excels at identifying known threats but struggles with

zero-day attacks and requires frequent updates. Unsupervised

learning detects unknown malware by spotting anomalies,

making it more adaptable but prone to false positives.

Hybrid models combine both approaches, classifying known

threats while clustering unknown malware for further analysis.

This improves detection but requires careful tuning to balance

accuracy and computational efficiency.

Deep learning automates feature extraction and improves

detection rates using CNNs and other architectures to ana-

lyze raw data like binary files or network traffic. However,

challenges include high computational costs, overfitting, and

vulnerability to adversarial attacks.

The optimal approach depends on dataset quality, resources,

and detection needs. While supervised learning is effective for

known malware, unsupervised and hybrid methods adapt better

to evolving threats. Deep learning, though powerful, requires

refinement to balance accuracy, efficiency, and resilience.

Future research should focus on integrating these methods for

scalable, real-time malware detection.

III. PROBLEM IDENTIFICATION AND FUTURE DIRECTIONS

Malware detection faces several critical challenges that

hinder the effectiveness of existing models. One significant

issue is class imbalance, where datasets often contain more

benign samples than malicious ones, leading to biased models

that may struggle to detect less common malware variants

accurately. Additionally, concept drift poses a challenge, as

malware constantly evolves, rendering static models ineffec-

tive over time. Adaptive learning techniques are necessary

to keep pace with these rapid changes and ensure detection

methods remain relevant [16].

Another pressing issue is adversarial attacks, where mal-

ware authors intentionally modify malicious code to evade

detection. Many machine learning models are vulnerable to

such manipulations, reducing their reliability in real-world

applications. Additionally, the scalability of malware detection

remains a concern, as the volume of new malware samples

continues to grow exponentially. Effective detection systems

must process large datasets quickly while maintaining accu-

racy, requiring improvements in computational efficiency and

model optimization [17] [18].

Deep learning models, while highly effective, often lack

interpretability, making it difficult for cybersecurity experts to

understand and trust their decision-making processes. Trans-

parent and explainable AI models are essential to ensure these

systems can be audited and improved upon. Furthermore, data

privacy and legal concerns arise when AI-driven detection

systems analyze large-scale user data. Striking a balance

between robust malware detection and compliance with legal

and ethical standards is crucial for practical implementation

[19].

To address these challenges, future research should focus

on developing adaptive models capable of learning from new

threats in real-time. Enhancing model transparency will allow

cybersecurity professionals to interpret and validate detec-

tion results more effectively. Improving adversarial robustness

through advanced training methods can help mitigate evasion

techniques used by attackers. Additionally, privacy-preserving

AI techniques should be explored to ensure compliance with

regulatory standards while maintaining detection performance.

Finally, optimizing scalability through efficient algorithms and

cloud-based solutions will allow detection systems to process

large volumes of malware data without significant performance

trade-offs [20].

Some malware detection challenges are easier to solve than

others. Class imbalance can be addressed with data augmenta-

tion, synthetic samples, and cost-sensitive learning, improving

detection of rare malware variants. Concept drift remains a

challenge, but adaptive models with real-time updates and

reinforcement learning help counter emerging threats.

Adversarial attacks are harder to resolve, as malware authors

constantly evolve their techniques. While adversarial training

and robust feature extraction help, detection remains an ongo-

ing challenge. Deep learning interpretability is also difficult,

with Explainable artificial intelligence (XAI) improving but

not fully solving transparency issues. Scalability can be miti-

gated with cloud-based solutions and model compression, yet

real-time processing of vast malware data remains a challenge.

Future research should explore hybrid methods and

lightweight deep learning for real-time, efficient malware

detection. Privacy-preserving AI, like federated learning, offers

secure collaboration. These steps can boost adaptability and

defense against emerging threats.

IV. CONCLUSION

The rapid evolution of malware challenges detection sys-

tems. Traditional methods struggle with zero-day attacks,

while machine learning improves adaptability. Supervised

learning offers high accuracy but depends on labeled data,

while unsupervised learning detects unknown threats but gen-

erates false positives. Hybrid models balance both approaches,

and deep learning enhances detection but faces high compu-

tational costs and adversarial risks.

Future research should focus on scalability, interpretability,

and privacy-preserving AI. Adaptive models that continuously

learn from new threats will be crucial for proactive cyberse-

curity, refining detection and optimizing efficiency.
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 Abstract4 This paper aims to investigate and propose a 

structured approach to incorporating physical phenomena into 

AR applications, particularly on industrial environments. Our 

focus is on developing and implementing an algorithm that 

seamlessly integrates vSLAM techniques with the advanced 

modeling of physical processes, enhancing the precision and 

resilience of augmented reality in complex and demanding 

production settings. 
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I. INTRODUCTION 

  Augmented Reality is a rapidly evolving technology that 

overlays computer-generated imagery onto a user's perception 

of the real world, offering a blended experience that enhances 

the understanding of physical phenomena [1]In contemporary 

industrial settings, where AR/MR technologies are emerging as 

pivotal elements in digitalization and process optimization, 

ensuring exceptional precision and robustness in localization 

and mapping solutions is imperative. Visual Simultaneous 

Localization and Mapping (vSLAM)[2] algorithms form the 

foundation of modern visual navigation systems; however, 

their efficiency can be significantly compromised by a range of 

physical phenomena, such as dynamic illumination, 

mechanical vibrations, and temperature fluctuations. In this 

context, we propose an extended theoretical framework that 

integrates additional physical parameters into an adaptive 

vSLAM model, thereby enhancing the system's resilience and 

accuracy even under extreme industrial conditions. 

 

II. ASPECTS OF PHYSICAL PHENOMENA 

The industrial environment is highly dynamic, characterized by 

numerous unpredictable changes, large data flows, increased 

noise levels, dust accumulation, intensified movement of 

personnel and autonomous machines, high temperatures, and 

vibrations, which can negatively impact the implementation of 

augmented reality (AR) technology. To successfully integrate 

physical phenomena into vSLAM algorithms, it is essential to 

identify and quantify key factors that directly influence the 

quality of sensor data and the subsequent interpretation of the 

environment. The main aspects include: 

A. Lighting dynamics and shading 

Variability in light intensity, reflections, and shading can cause 

significant changes in the quality of image data, thereby 

affecting feature extraction and the robustness of visual 

analysis.[3] In industrial environments where lighting may be 

either excessive or insufficient, visual odometry techniques 

often fail to capture sufficient distinctive features required for 

accurate mapping and localization of robotic systems. This 

deficiency can lead to inaccuracies[4] when compared against 

reference maps created under optimal lighting conditions, 

which are not always available. To ensure visual comfort in 

indoor workspaces, minimizing disruptive glare caused by 
lighting fixtures is essential. The Unified Glare Rating (UGR) 

method was developed to assess this glare, providing a 

standardized approach to quantifying potential discomfort 

caused by indoor lighting.[4] Light intensity I affects the 

quality of visual data, where I (x,y) represents illumination at 

point (x,y). Reflective effects are modeled using the 

Lambertian reflectance model: 

 

�!"		�$ cos(q) 

where �!is reflected light, �$	is incident light intensity, and q is 

the angle of incidence. 

 

B. Mechanical vibration and shocks 

 Industrial equipment generates significant mechanical 

fluctuations, which can degrade the accuracy of sensors such as 

cameras and inertial measurement units (IMU). In an industrial 

environment, vibrations are significantly increased with 

various sources such as transportation, vibrations generated 

during machine or equipment operation, and machine 

movement. A possible solution involves noise reduction by 

implementing filters that eliminate noise from sensor data, 
deploying robust vibration-resistant sensors, developing 

specialized algorithms, or physically isolating sensors from the 

vibration source. Acceleration [5] a (t) affects the accuracy of 

inertial sensors. Mechanical vibrations can be described as 

harmonic oscillations: 

A (t) = A cos (wt + j) 

Where A is vibration amplitude,w angular frequency, and  

initial phase. To mitigate noise in sensor measurements, the 

Kalman filter recursively estimates the system state by 

optimally combining predicted values with real-time sensor 
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data, effectively reducing uncertainties caused by measurement 

noise and environmental disturbances.[6] 

 

C.  Temperature Fluctuations 

Temperature changes significantly affect sensor calibration 

parameters, potentially leading to systematic deviations in 

measured data. High temperatures can reduce the accuracy of 

sensors and SLAM algorithms, accumulating computational 

errors. Temperature-sensitive sensors may exhibit decreased 
reliability, negatively impacting algorithm performance. To 

mitigate these effects, temperature regulation mechanisms, 

such as active cooling systems and thermal stabilizers, are 

implemented to ensure optimal operation in extreme 

conditions.[7] In addition to hardware solutions, algorithm 

parameters can be adaptively adjusted, for example, by 

modifying filters or applying automatic sensor calibration to 

compensate for temperature fluctuations. 

 

Tcorr=Tmeasured2³ç�T 

 

D.  Electromagnetic and Acoustic Interference:  
Although their impact is secondary, these phenomena can 

negatively affect the synchronization and accuracy of 

multisensor fusion,[8] similar to the effect of fine dust particles 

in a dusty environment. 

 

III.  DESIGN OF ARCHITECTURE OF NEW ALGORITHM 

 

A.  Sources and Types of Input Data 

To develop an adaptive and robust algorithm, it is essential 

to synergistically integrate multiple data types, with each 

source requiring precise calibration and synchronization. 

Visual data [9] (RGB-D cameras, stereo visual sensors), inertial 

measurements (IMU for capturing acceleration and angular 

velocity), physical sensors (temperature, vibration, and 

acoustic sensors), and geodetic/reference data (GPS and local 

reference systems) collectively contribute to a comprehensive 

multisensor input framework. 

Table 1.Framework of Processing Input Data 

 

B. Design of the architecture  

The algorithm should consist of the following modules: 

Data Collection and Preprocessing: A module responsible for 

synchronizing, normalizing, and calibrating input data from 

all sensors.  

Multisensor Fusion: A module integrating data from visual, 

IMU, and physical sensors using adaptive weighting schemes 

and noise models. 

Localization and Mapping: An enhanced version of traditional 

vSLAM, which, in addition to geometric reconstruction, 

incorporates corrections based on physical parameters. 

Learning and Optimization: A module for continuous learning 

that utilizes historical data to optimize sensor calibration 

parameters and weighting adjustments. 

IV.  IV. AN ADAPTIVE MULTI-PHYSICS ENHANCED VISUAL SLAM 

FRAMEWORK FOR INDUSTRIAL AUGMENTED REALITY 

The proposed Adaptive Multi-Physics Enhanced vSLAM 
(AMP-vSLAM) algorithm represents a more robust SLAM-

based algorithm and offers several advancements to improve 

AR applications in dynamic industrial environments. It 

addresses real-world challenges with multi-physics adaptation, 

self-learning mechanisms, deep understanding of the scene, and 

resistance to industrial noise.  

Table 2.Enhancement vSLAM 

Feature Traditional 

vSLAM 

AMP-vSLAM (Proposed) 

Lighting 

Adaptation 

Fixed 
exposure 

Adaptive brightness & 
Lambertian Reflection 

Temperature 

Compensation 

None Automatic sensor calibration 

Vibration 

Resistance 

Limited 
filtering 

Kalman-based compensation 
& IMU correction 

Sensor 

Weighting 

Fixed Bayesian adaptive weighting 

Deep Learning 

Adaptation 

None CNN-based scene prediction 

Object 

Handling 

Basic tracking Semantic segmentation & 
occlusion detection 

Dust 

Resistance 

None Infrared-based depth sensing 

EMI 

Compensation 

No handling EMI-aware sensor fusion 

Traditional vSLAM systems rely on fixed sensor weighing, 

which does not work correctly in dynamic industrial 

environments. The proposed AMP-vSLAM is a self-learning 

module that automatically adjusts the sensor's importance 

based on the quality of the incoming data. The system 

continuously evaluates the reliability of each sensor using 

Bayesian inference (visual, IMU, thermal, acoustic). Sensors 

that provide noisy data are automatically filtered out, while 
more reliable sensors are favored. The system stores historical 

sensor values and environmental data. Machine learning 

models analyze this information to predict the optimal 

weighting for sensors based on past conditions, and the system 

saves these calculated values. If the industrial site is known to 

experience significant temperature fluctuations, the system will 

proactively adjust the thermal correction factors. Real-time 
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sensor correction is updated every 0.1 seconds based on live 

sensor feedback. 

 

 

 

Figure 1.FLOWCHART 

 

Figure 2.Adaptive Sensor Fusion 

 

 

V. CONCLUSION 

This study provides a theoretical framework for improving 

algorithms in SLAM by integrating physical factors into 

augmented reality applications. The proposed AMP-vSLAM is 

an advanced visual simultaneous localization and mapping 

framework (vSLAM) designed for industrial augmented reality 

(AR) applications. It enhances traditional vSLAM by 

integrating multiphysical modeling designed for dynamic 

industrial environments.  
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